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 Chapter 1. Introduction

As user demands for information continue to grow, the requirements for better storage
management escalate. Today, information centers are looking for an automated storage
management solution that provides the widest range of functionality, while striving to
maintain an optimal balance between cost and performance as dictated by
organizational and end-user service levels.

CA-ASM2 is an integrated, high-performance storage management system designed to
increase information center productivity. It provides facilities for archiving and
retrieving data sets, backing up and recovering data sets, migrating and configuring
volumes, managing storage, and DASD space reporting.

CA-ASM2 performs storage management tasks that include:

 ■ Allocation management
■ Backup and restore
■ Data set maintenance and volume maintenance
■ Movement (migration, archival, and retrieval)

 ■ Reporting
 ■ Cost accounting
 ■ Configuration management
 ■ Disaster recovery

It also provides:

■ Interactive facilities for data set maintenance and reporting
■ Integration of tape, performance, and security software

Chapter 1. Introduction 1-1



1.1 Operating Environment

 1.1 Operating Environment

CA-ASM2 functions in OS/VS2 environments with MVS, MVS/ESA, MVS/SP,
MVS/XA, and Siemen's BS3000 operating systems. MVS systems with Selectable Unit
60 (SU60) installed can run CA-ASM2 without any operating system modifications.
However, the CA-ASM2 exclusive VSAM aging and change flag are available only
with a CA-ASM2 modification or the IBM DFP program product.

Your information center can install CA-ASM2 without system modifications if it does
not need CA-ASM2 aging information. Only the specific functions using CA-ASM2
aging information are affected if this information is not maintained. Other CA-ASM2
functions, including explicit backup and explicit archival, work without the system
modifications.

CA-ASM2 is release-independent. System changes are minimal and the mainline
programs contain code for all the operating systems. In converting from one operating
system to another, the only considerations are the modifications to OPEN and CLOSE
and the type 3 or 4 SVC used by the Allocation Manager component of CA-ASM2.
See the CA-ASM2 Planning Guide for more information.

CA-ASM2 supports all standard IBM data set organizations and hardware available at
the time this version was designed. All new disk hardware and software products are
supported as soon as possible. If you have hardware you are in doubt about, check
with Computer Associates Technical Support.

CA-ASM2 is written in IBM 370 Assembler language. No compilers are required for
software execution. The system provides several exits that allow tailoring to meet
unique installation requirements. However, with CA-RSVP (Report Selection and
Variable Processing), which operates under CA-ASM2, exits are normally not
necessary for CA-ASM2 execution.

Storage requirements for CA-ASM2 are highly variable. CA-ASM2 structures its
almost 50 cataloged procedures and about 600 load modules to use the minimum
amount of storage, so it can run comfortably on both virtual and nonvirtual systems. In
virtual systems, the CA-ASM2 programs commonly run in 2048K of virtual storage.
The amount of storage varies widely among operating systems, programs, and input
parameters. The variability of environments, programs, and parameters makes it
impractical to be precise, but all functions should run in 2048K. Full cylinder read
options ($OPTLVL 5) require 4096K during archive, backup, or full-volume dump
operations.
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1.2 Multidevice Support

 1.2 Multidevice Support

CA-ASM2 supports multiple tape device types: IBM 3420s, IBM 3480s (with or
without IDRC), 3490s, 3590s and Masstor M860s. Your information center can unload
to, and reload from, any of these devices.

Default tape devices used in CA-ASM2 procedures are specified by the TPARUNT
operand for archive runs, and by the TPBKUNT operand for backup runs. (For more
information, see the CA-ASM2 Planning Guide.)

Your information center can override defaults for a particular procedure by specifying
on the execute statement the parameter and unit name to be used. The unit name
specified becomes part of the DD statement identifying the unload device.

The format of the execute statement is as follows:

 // EXEC procedure,parameter=unitname

where unitname is 3420, 3480, 3480x, 3490, 3590, M860, or an equivalent generic or
esoteric unit name.
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 1.3 Allocation

Most organizations establish space allocation and usage standards for effective
automated storage management. The storage administrator should be equipped to
enforce these standards, easily and efficiently. The Allocation Manager component of
CA-ASM2 can be used to control storage for the placement of data sets without
intervention of the storage administrator once standards have been defined.
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 1.4 Allocation Manager

Allocation Manager is a powerful and flexible system utility that can enforce standards
for the allocation of new DASD data sets and restrict access to selected data sets,
volumes, and units.

The major benefits of a well planned allocation control are the efficient use of the
DASD resource and a reduction of free space fragmentation. Allocation Manager
controls and manages the DASD environment so that:

■ Allocation of nontemporary and temporary data sets can only proceed if
authorized.

■ Allocation of new data sets is automatically guided to the proper pool of DASD
volumes.

Allocation Manager is provided in two parts:

■ Group Name Modification

This component defines the DASD pools by modifying the operating system's
group name definitions. Esoteric unit names are restructured to contain the desired
DASD volumes. Esoteric unit names become the DASD pools. Processing is
initiated by executing a batch job at IPL time or when the volume configuration
changes. Although the classification of information for Group Name Modification
is determined by the Allocation Manager component, Group Name Modification
can best be discussed as a configuration function and is described in more detail
on 1-62 and in Chapter 10, “Allocation Manager” on page 10-1.

■ Standards Enforcement and Unit Override

This component defines and carries out the allocation rules by overriding the
UNIT parameter specifications for new data set allocations. In this way, new
allocations are guided to the appropriate DASD pool. Processing takes place in the
SMF Reader Interpreter Exit IEFUJV. Specifications for standards and UNIT
override parameters are defined in the Allocation Manager Table. An optional user
exit can further enhance the standards enforcement.
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1.4.1 Standards Enforcement and Unit Override

Based on the information defined in the Allocation Manager Table, CA-ASM2
classifies each job into a job type according to the job name, accounting information,
and programmer name. Each new DASD data set is then classified as temporary,
GDG, nontemporary with a future expiration date, or nontemporary without a future
expiration date. This classification governs the processing of the UNIT parameter
associated with the data set.

The Allocation Manager Table defines the criteria for classifying the job and
identifying the overrides. Job types are defined by combinations of job name
characters, accounting field characters and programmer name characters. Jobs are
classified as:

 ■ Production
 ■ Test
 ■ Systems
 ■ Unknown

The job type can have up to 256 classifications. For each job type classified, a DASD
pool override is specified for each of the following four data set types:

 ■ Temporary
■ Nontemporary without a future expiration date
■ Generation data set
■ Nontemporary with a future expiration date

1.4.1.1 Allocation Manager User Exit

An Allocation Manager user exit is available which can further enhance standards
enforcement. For example, the information center may force release for all space
allocations. A sample user exit, distributed with the product, identifies JOBCAT and
STEPCAT references that are not supported for SMS controlled data sets and flag
them for review. This can help prepare for an SMS conversion where explicit catalog
access of this kind is no longer allowed.
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 1.5 Backup

An organization's information resources are often exposed to a multitude of integrity
and security risks: data loss, data corruption, disaster scenarios, data tampering, and
data piracy. Against these risks, the information center must implement rigid controls
to safeguard the organization's information resources. The survival of an organization
often depends on expedient recovery from the loss or corruption of its information.
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 1.6 Integrity Management

The chief objective of integrity management is to ensure that current and accurate data
is available to users when needed, regardless of media or device failures, software
induced failures, or data entry errors (like the accidental deletion of a data set). The
complementary processes of backup and restore are typically used to achieve this end.

CA-ASM2 provides these facilities for implementing a comprehensive integrity
management strategy:

■ Full-volume (and partial-volume) backup and restore
■ Incremental backup and restore
■ Explicit backup and restore
■ Stand-Alone Restore (SAR)
■ Intelligent Transparent Restore (IXR)

Data integrity is sensitive to changes to data. Changes to data encompass legitimate
changes or valid updates, and changes resulting from the corruption of data. Corrupted
data further subdivides into two categories: logical damage (the introduction of invalid
data by seemingly legitimate transactions) and physical damage to data.

Integrity management requires separate actions to protect data from both forms of
corruption. The safeguard against logical damage is the retention of several backup
versions of a given data set. Each data set version is an image copy taken at a precise
time, and reflects unique updates to the data set. If the current version of a data set is
damaged, a prior version can easily be reinstated. Defense against physical data
corruption requires that multiple copies of each version of a data set be created; if one
copy is unusable, an alternate copy could be restored to an active DASD volume.

Without the CA-ASM2 incremental recovery facility, the process of restoring a volume
to its current state can cost the information center an inordinate amount of system and
personnel overhead. The critical problem is to ensure swift, efficient recovery of every
data set that has changed since the last full-volume backup. CA-ASM2 incremental
recovery provides the solution.

When planning explicit recovery strategies, the information center must factor in
performance and efficiency considerations. The inherent flexibility of CA-ASM2 lets
the information center activate different explicit restore options for different users, thus
maximizing performance and efficiency system-wide.
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 1.7 Backup Facilities

CA-ASM2 ensures the highest degree of data integrity at both data set and volume
levels by offering comprehensive backup facilities. An entire volume can be backed
up with $DEFRAG, a high-performance, full-volume dump facility. Individual data
sets can be automatically backed up through system-initiated backup runs, referred to
as incremental backups, at scheduled times. Only data sets that have changed since
the previous backup are backed up. Data sets can also be backed up explicitly by user
request. The backup copy is made to the backup medium, while the original version is
still available on online DASD. This copy is not directly accessible by a user
application and must be restored to online DASD before it can be accessed.

A proven formula for effective backup protection combines all of these backup
methods. Information centers with CA-ASM2 commonly run periodic, full-volume
backups (usually once a week), and also supplement this by running incremental
and/or explicit backups on a daily basis.

Backup with $DEFRAG can only be done to tape. Backup through system-initiated
backup runs or explicit backup can be done to tape or a disk pool/SMS storage group
called the Disk Staging Area (DSA). The disk-to-disk feature provides the option to
backup data sets to disk rather than to tape. The disk backup can be thought of as a
Disk Staging Area (DSA) where CA-ASM2 holds the backup data sets until they can
be copied to tape. Data sets backed up to disk may be directly retrieved or restored
from the DSA, if required.

To conserve disk space, the disk-to-disk program compresses and blocks data sets as it
writes them to the DSA. CA-ASM2 assigns a generated name to each backup data set
residing in the DSA. With disk-to-disk backups, more volumes can simultaneously be
backed up. Disk-to-disk backup can also increase tape utilization by staging small
data sets to disk and filling up tapes as the data sets are copied to tape. Additionally, it
allows your information center to function without operators for a period of unattended
operations. The expediency of backup and reload when using disk staging for backup
increases your information center's service and capability. For operations these benefits
reduce the backup window by minimizing tape mounts, and eliminating tape rewind
time delays.

The backup process can be facilitated by using the preprocessing capabilities of
CA-RSVP. CA-RSVP takes no direct action regarding the data; the information center
has complete control. As a front-end processor, CA-RSVP can produce backup
commands for further processing and these commands can be reviewed and modified,
if necessary, prior to actual execution. CA-RSVP preprocessing is described in more
detail on 1-50.

Another powerful CA-ASM2 preprocessor $GDGMON, generates CA-ASM2
commands for data sets contained in generation data groups (GDGs). $GDGMON
functions similarly to the CA-RSVP preprocessor. However, $GDGMON automatically
processes GDG data sets whose relative generation number exceeds a given value.
GDG data sets can automatically be backed up with the $GDGMON preprocessor.
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Optionally, selected data sets can be scratched from online DASD, uncataloged, or
listed in report format. See 9.2, “GDG Maintenance - $GDGMON” on page 9-3 for
additional information.

CA-ASM2 backup processing is transparent to the user. Users need not be concerned
with the location of data sets. Users are not required to create complicated backup or
recovery JCL, or monitor backup expiration dates. CA-ASM2 assumes full
responsibility. Information on every backup volume, data set, and backup tape volume
is stored in the CA-ASM2 catalog, the Integrated Product Catalog (IPC).

Two types of data movers are offered to suit the information center's backup
requirements. Each has its own characteristic advantages. The high-speed physical data
mover copies full cylinders of data and conserves valuable tape since it does not copy
unused tracks. Though not as fast as the physical data mover, the CA-ASM2 logical
data mover permits device-independent restores.

 1.7.1 Full-Volume Backup

A full-volume backup copies the entire volume to tape so the volume can be restored
if it is damaged. A full-volume backup cannot be done to the DSA. Even volumes
that receive incremental backups should receive full-volume backups on a regular
basis. This reduces the time needed to re-create the volume during an incremental
recovery.

The CA-ASM2 full-volume dump and restore facility $DEFRAG, in concert with
incremental backup, provides a comprehensive system for ensuring data integrity. As
an option during full-volume dumps, $DEFRAG can compress the data stored on the
volume. In an SMS environment, all SMS related fields in the VTOC records are
properly maintained by $DEFRAG. Non-VSAM (and ICF VSAM) data sets from
either SMS or non-SMS dumped volumes can be selectively restored to an SMS
volume. All $DEFRAG features, such as the Data Set Placement (DSP) option, may
also be used on SMS volumes.

$DEFRAG operates in one of three modes:

1. Full-volume dump, compression option
2. Full-volume dump, nocompression option

 3. Partial-volume dump

The COMPRESS mode is the default. In this mode, $DEFRAG copies the volume to
tape in compressed (defragmented) format with all free space extents consolidated and
movable data sets rearranged to produce a volume with the largest contiguous free
space possible. A compressed volume can be restored in compressed or original
format. In NOCOMPRESS mode, an image copy of the volume is dumped to tape. As
the name implies, NOCOMPRESS does not attempt to compress the volume. A
subsequent restore only re-creates the volume in its original format. In a
partial-volume dump, $DEFRAG processes non-VSAM data sets on an individual or
prefix basis.
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$DEFRAG allows data sets to be marked as logically unmovable; they would not be
altered or relocated during compression runs. Aside from data sets marked unmovable
in their DSCBs, the following data sets may be treated as logically unmovable when
specified by the storage administrator:

■ VTOC (and VTOC index)

■ SYSCTLG (if present)

■ VSAM objects cataloged in an ICF catalog including components of clusters and
alternate indexes, components of ICF catalogs, and the VSAM Volume Data Set
(VVDS)

■ Data sets allocated with absolute tracks

Data sets may be flagged as logically unmovable for other reasons. For example, a
data set might not be marked unmovable in its DSCB, but the storage administrator
placed it in a specific location for performance reasons and would not want it relocated
during the full-volume restore.

A full-volume dump with compression features several powerful options, which
include:

■ Data Set Placement (DSP). This determines optimal placement of data sets for
performance objectives. This feature may be activated in conjunction with the
CA-FastDASD interface. CA-FastDASD analyzes the volume activity and
recommends optimal placement of data sets by generating DSP control statements
for $DEFRAG.

■ Centering. This repositions the VTOC, VVDS, VTOC index, and system catalogs
near the center of the volume, which increases I/O access speed.

■ Conditional Compress. This permits the backup run to switch to NOCOMPRESS
mode should $DEFRAG be unable to compress the volume. This condition could
occur if, for instance, the volume contained an overabundance of poorly placed
unmovable data sets.

■ VTOC Expand (VTOX). This enlarges the VTOC to accommodate additional
entries.

 1.7.2 Incremental Backup

Incremental backups are system-initiated and fully automate backup processing.
Incremental backup can be to either tape or Disk Staging Area (DSA). Any data set
that is new or has changed since the last backup of a volume is backed up during an
incremental backup run. Since incremental backups use the IPC to keep track of
backed up data sets, individual data set recovery is extremely efficient.

Incremental backup assumes that full-volume backups are taken periodically.
Performing daily full-volume backups is costly to the information center. Backups can
tie up valuable information center resources such as CPU cycle time, channels,
operators, disks, and tape drives in direct competition with production processing. By
backing up changed data sets on a more frequent interval (such as on a daily basis),
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the incremental backup facility relieves the information center of this excessive
overhead, and the frequency of full-volume backups can be reduced to more
reasonable, usually weekly, intervals.

Incremental backups reduce the amount of data to be backed up by selecting only new
and modified data sets. Using data set pattern masking and criteria selection provides
extra control and flexibility during this process. In an SMS environment, the SMS
management class can be used to determine the selection of data sets during
incremental backup.

CA-ASM2 optionally maintains the last modification date and time for each data set
on a volume. This data set activity information, known as aging information, is
maintained in the VTOCs of appropriate volumes. The information center can either
use this last modified information or the IBM SU60 change indicator (the MVS
selectable unit 60 bit) to determine whether a data set or VSAM cluster should be
backed up.

When encountered on a DASD volume, the Basic Catalog Structure (BCS) portion of
an ICF catalog is automatically backed up during an incremental backup run.

Incremental backup tapes only need be retained until the next full-volume dump. As an
option, backup tapes are automatically recycled from the CA-ASM2 tape pool.

When backing up to tape, incremental backup processing minimizes tape mount
activity. A separate tape mount is not required for data set backup; a new tape mount
is initiated only when a tape is filled to capacity. The information center may specify,
however, that a new tape be used for a particular incremental backup run.

 1.7.2.1 Differential Backup

During an incremental backup, the CA-ASM2 decision whether to backup a data set is
based on either its SU60 change bit, or the date and time when the data set was last
changed. Computer Associates recommends using the change bit because that choice
does not require modifying the operating system. The SU60 change bit, located in the
DSCB of the data set's VTOC, can be set whenever the data set is opened for anything
except input. After a successful backup, CA-ASM2 resets the bit, preventing further
incremental backup of that data set until it is changed again.

For Version 4.1 and above, a differential backup is available that provides additional
flexibility and performance. While similar to incremental backup, differential backup
does not reset the SU60 (data set change) bit. Thus, during a volume recovery
operation, only the last full-volume and latest differential backup are needed to recover
the most current data if all incremental backups for the volume are differential.
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 1.7.3 Explicit Backup

Explicit backup requests are issued by a user or batch program, and reference
individual data sets. A user submits an explicit backup command followed by the
name of the data set(s) to be backed up. An alternative to submitting an online explicit
backup command is to use the ISPF CA-ASM2 Backup Utility panel (see 1-19).

Explicit backup requests are placed in a request queue for subsequent batch processing.
The information center can choose to direct these queued reloads to either tape or
DSA. Batch jobs are run on a periodic (often daily) basis to minimize the number of
required tape mounts when backing up to tape.

Explicit backups benefit both the information center and the users. End users can
control backups of their own data sets; however, since backup requests are queued for
batch processing, the information center need not be concerned about performance or
efficiency problems. Queued processing minimizes tape mount activity and reduces
tape usage.

Several operands lend flexibility to explicit backup processing. A user can:

■ Specify a backup retention period.

■ Rename a backed up data set.

■ Add comments about a backed up data set into the IPC.

■ Bypass the validation procedure that allows a backup request to be placed in the
backup queue, even though the data set does not exist on DASD at the time.

■ Assign a logical queue name to the requests so that they are serviced by a separate
job.

The following example shows the results of an explicit backup request using the online
command processor.
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Sample Online Explicit Backup Command

� �

$bk dsn('tso.source') qualify(mvt217)

���DATASET NAME: TSO.SOURCE

THE DATA SET HAS BEEN FLAGGED FOR BACKUP

$AR��711 ACTION TAKEN: FLAGGED FOR UNLOAD

AND RENAMED ON CA-ASM2 TAPE TO: TSO.MVT217.SOURCE

�9� DAYS RETENTION PERIOD IN EFFECT:

DEFAULT FOR BACKUP TAPES

� �

In this example, the user requested a backup of data set tso.source with the qualifier
(high-level node of the data set name) mvt217 to be added to the existing data set
name. The user command is shown in lowercase. CA-ASM2 responded with a message
that the data set was flagged for backup and unload, and that the data set was renamed
on the CA-ASM2 backup tape to TSO.MVT217.SOURCE. It also states the
information center's default retention period of 90 days is in effect.
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 1.8 Recovery Facilities

CA-ASM2 recovery facilities complement backup facilities to ensure the availability of
current and accurate data. Restore facilities can be executed in realtime or queued for
scheduled data movement.

CA-ASM2 recovery facilities are:

■ Stand-Alone Restore (SAR)
 ■ Volume Restore
 ■ Incremental Recovery
 ■ Explicit Recovery
  Online restores
  Batch restores
  Queued restores
■ Intelligent Transparent Restore (IXR) Recovery

During retrieval of SMS controlled data sets, the original SMS classifications are made
available to Automatic Class Selection (ACS) routines. The ACS routines determine
which SMS classes and storage group are assigned to the data set.

CA-ASM2 recovery facilities automatically determine which data mover is used
(physical or logical) by referencing the IPC.

1.8.1 Stand-Alone Restore (SAR)

When critical system volumes are damaged and an IPL cannot be performed, the
information center must be equipped to recover the DASD volumes without the
resident operating system.

The CA-ASM2 Stand-Alone Restore (SAR) facility offers reliable recovery from
system outages by recapturing the system volume in a stand-alone environment. SAR
is composed of load modules that form a mini operating system. A separate program
invokes these modules to produce an SAR load tape or disk, either of which can be
used to restore critical volumes for IPL of the system. The SAR load modules can be
stored on disk and invoked directly from disk rather than tape, which yields a faster,
more efficient restore. Whether on disk or tape, SAR restores critical volumes using
all standard devices.

SAR is straightforward and easy to use. At critical downtimes, the information center
has no time to waste on complicated system recovery procedures. SAR guides the
operator step-by-step through the recovery process until restoration of the data is
complete.

Hardcopy and display consoles are supported. Even during the SAR procedure, an
operator can define a new console with which to continue the procedure. The console
emulates either an MVS JES2 or JES3 console, so the operator is on familiar ground
and requires no retraining.
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What distinguishes SAR from other stand-alone restore facilities is its superb error
handling. Unlike other facilities, SAR continues after an error condition is corrected,
and does not restart the restore procedure over again. SAR averts problems caused by
incorrect operator responses and tape drives or printers not ready. If SAR detects an
error in an operator response, it reissues the request and the operator can enter the
correct response. Volsers for tape drives and disks are checked by SAR to verify that
the correct volumes are used. If a tape drive is not ready, SAR issues a message to this
effect and waits for operator reply.

After the restore is completed, the MVS IPL can be directly initiated.

 1.8.2 Volume Restore

$DEFRAG can perform volume restore (from tape only) in one of three modes:

1. Restore, compression option
2. Restore, nocompression option
3. Partial restore (or selective restore)

Volume restore with COMPRESS mode restores the tape volume in compressed
format, with free space consolidated. Any compression options set during volume
dump, such as centering and VTOC expansion, take effect when the volume is
restored. COMPRESS mode can only be done from a tape that was dumped with the
compression option.

Volume restore with NOCOMPRESS mode restores the data sets to their original
positions on the volume; as they were before the dump. Nocompression restores can be
done from a tape that was dumped with either the COMPRESS or NOCOMPRESS
option.

Partial (or selective) volume restores permit the restoring of selected data sets or
tracks. Partial restores can be done from any dump tape containing the data sets or
tracks to be restored.

It is not uncommon to want to restrict the restoration of particular data sets during a
full-volume restore. An example would be a volume containing live data (such as
page data sets, JES2 spooled data sets, databases) when originally dumped. $DEFRAG
allows data sets to be marked logically ignorable; these data sets are not restored
during full-volume restore, but their DSCBs are restored. Logically ignorable data sets
must have been designated unmovable at dump time.

Other flexible restore options allow the storage administrator to build a new VTOC
index for the restored volume, rename the VTOC and VVDS to reflect the volser of
the receiving volume, and execute a simulation restore run.
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 1.8.3 Incremental Recovery

Incremental recovery restores a damaged or corrupted volume by merging the last
full-volume backup with subsequent incremental backups. For the information center to
benefit from incremental recovery, it must make periodic, full-volume backups and
daily incremental backups routinely. If the storage administrator has selected
$DEFRAG as the full-volume data mover, the incremental recovery process is fully
automated.

Since incremental backups use the IPC to keep track of backed up data sets, individual
data set recovery is extremely efficient.

The recovery procedure is straightforward:

■ A full-volume restore is performed using the most recent volume backup tapes.

■ If the full-volume restore returns data sets that did not exist as of the last
incremental backup, the recovery run automatically deletes them.

■ By comparing the date and time of the full-volume backup, the incremental
recovery run automatically generates commands to restore every data set
incrementally backed up since the volume backup.

■ The actual recovery process is then initiated, and only the latest backup versions
of data sets are restored.

Quite often, data sets are backed up explicitly since the most recent incremental
backup; incremental recovery sorts through them and returns only the latest versions to
DASD.

 1.8.4 Explicit Restore

Explicit restore requests are issued by a user or batch program. The user submits an
explicit reload-from-backup command followed by the name of a data set(s) to be
restored. An alternative to submitting an online explicit restore request is to use the
reload option on the ISPF CA-ASM2 Backup Utility panel (see 1-19).

CA-ASM2 restores the most recent backup version of a data set by default; a single
operand permits users to restore any backup version.

Explicit restore requests can be tailored with a multitude of processing options. A user
can:

■ Rename a data set when restoring it to online DASD.

■ Cite a target volume to which the data set is to be restored.

■ Specify the original online DASD volume from which the data set was backed up
to identify the backup version to be restored.

■ Control the catalog environment at restore. The user can either catalog a data set
at restore, restore without cataloging, or uncatalog the data set after it has been
restored.
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■ Force the restore, even though a data set of the same name already resides on
disk.

■ Assign a logical queue name to the requests so that they are serviced by a separate
restore job.

■ Request that all components (or only the named component) of a VSAM sphere
be restored.

■ Specify that a multivolume data set be restored to a single volume or multiple
volumes.

 1.8.4.1 Online Restores

Online restores are issued by the TSO user and are processed in the foreground.
Online restores execute in the user's time-sharing region, while the user waits. If
multiple data sets are requested and are located on tape, CA-ASM2 restores them in
the order they appear on tape, and not in the order the user entered them. By doing so,
unnecessary tape mounts and excessive tape drive usage is eliminated; nonetheless,
each particular restore request causes a separate tape mount. Because online restores
do not make optimal use of computer resources, the information center may choose to
limit their use.

Upon restore, CA-ASM2 passes SMS class designations to the ACS routines.

 1.8.4.2 Batch Restores

Explicit restore requests from one or more users can be run as a batch job and
scheduled periodically. The batch procedure accommodates multiple reload requests
more efficiently and economically than the online method.

For restores from tape, CA-ASM2 groups and presorts all restore requests by file
sequence number within each tape volume to minimize tape mounts. All data sets on
a given volume are restored in one pass before the next tape is mounted.

 1.8.4.3 Queued Restores

Queued restores combine the convenience of online restores and the efficiency of batch
restores. All explicit restore requests are placed in a command queue for subsequent
batch processing. A batch job can be submitted periodically by the storage
administrator, or automatically by the queue monitor facility, to process the queued
requests and reload the data sets. The queue monitor facility checks the queue at
intervals, defined by the information center, to determine the number of pending
queued requests and the amount of time each request has been queued. When the
number of queued requests or the time waiting for any request reaches the
organization-defined limit, this facility submits a job to process the queue.

CA-ASM2 broadcasts a message to online users when their restore requests are
complete.
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1.8.5 ISPF Backup Utility Panel

The CA-ASM2 Backup Utility panel (option 2 on the CA-ASM2 Primary Selection
Menu) assists users in backing up selected data sets, and restoring selected data sets to
an online DASD volume.

ISPF Backup Utility Panel

� �

----------------------- CA-ASM2 BACKUP UTILITY -----------------------

  OPTION ===>

B BACKUP - Queue a data set to be backed up

R RELOAD - Queue a data set to be reloaded from backup

Data set name ===>

Back version ===> (For reload, back NN versions, � = most recent)

 Comment ===>

Logical queue name ===>

Backup Parameters: (If option B selected)

Retention days ===> Validate data set exists ===>

Disk volume name ===> Qualifier to add to DSN ===>

Reload Parameters: (If option R selected)

New data set name ===>

 Target volume ===>

 Original volume ===>

Catalog at reload ===> (YES, NO, or UNCatalog)

 Force reload ===>

� �

Notice the wide range of parameters for tailoring the backup/reload cycle. When
backing up a data set, the user can select a retention period and identify a disk volume
name for backing up uncataloged data sets. When reloading data sets, a user can
rename them, cite a specific target DASD volume, force the reload even though data
sets of the same name already exist on the disk, and so forth.
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1.8.6 Intelligent Transparent Restore (IXR) Recovery

For off-site disaster recovery operations, IXR can reload both backed up and archived
data. If the information center duplexes both backup and archive tapes and sends these
tapes to an off-site vault, this feature is extremely beneficial.

The benefits of using IXR include:

■ IXR restores or reloads only the data sets that are required. By loading only the
working set, the operator can work in an environment with much less DASD
storage than the home information center.

■ IXR restores or reloads individual data sets, not entire volumes. This eliminates a
lot of the device dependency between the home site and the disaster recovery site.
For example, if the home site has 3390Ks and the recovery site has only 3390s,
IXR functions where full-volume recovery techniques fail.

■ In a recovery situation, when unfamiliar operators may be assisting in the effort,
IXR controls which archive or backup version to use. IXR selects from the more
recent of either the backup version or the archive version for each data set.

Disaster recovery sites with limited DASD resources find IXR invaluable when trying
to resume critical business functions. With CA-ASM2 facilities, the labor-intensive
process of deciding which data sets are required, and when they are required, can be
fully automated.
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1.9 Disaster Recovery Planning

Disaster recovery planning must prepare the information center for recovery from
natural catastrophes such as fires, earthquakes, and hurricanes that can destroy
information center facilities and paralyze active production processing. It must also
take into account day-to-day crisis situations that can affect the smooth, uninterrupted
operations of the computer system. When planning disaster recovery strategies, the
information center must address a host of problems which include:

■ Making efficient use of limited DASD resources at the off-site recovery facility.

■ Synchronizing catalogs for tape and disk data.

■ Limiting the time-consuming and tedious iterations of backing up and restoring
data.

■ Automatically determining which disk data sets are required for production jobs.

■ Reducing manual intervention.

Working together, CA-ASM2 facilities offer solutions to many of these disaster
recovery planning requirements.

 1.9.1 Restart Capabilities

Error recovery is imperative in CA-ASM2 processing to preserve the integrity of the
CA-ASM2 Integrated Product Catalog (IPC) and user data. The internal architecture
of CA-ASM2 was designed with these recovery objectives in mind:

■ The IPC must always be recoverable regardless of the extent of damage to it. The
safety of the IPC is ensured by a separate journal data set. If either the journal or
IPC is destroyed, recovery is possible using the IPC Backup and Recovery utility.

■ CA-ASM2 runs must tolerate system crashes, operator cancellations, or any
system abends without corrupting the IPC and user data.

■ CA-ASM2 procedures must have built-in restart capabilities that are transparent to
the user.

CA-ASM2 restart mechanisms safeguard the IPC and user data from job terminations
resulting from system crashes, hardware failures, or operator cancellations. Aborted
CA-ASM2 runs are restarted without requiring any changes to JCL or input. Any
work not finished at the time the error occurred is completed.
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1.9.2 Information Center Disaster Recovery

Disaster recovery requirements can be more severe than mere recovery from a
corrupted system volume. Catastrophic situations place strenuous demands on the
information center to protect the organization's information resources. The information
center must overcome time constraints and resource limitations, and marshal personnel
resources in an effort to resume normal online and batch production within a limited
number of hours. CA-ASM2 provides the essential disaster recovery tools for
immediate restoration of the system, all volumes, and all data set information.

In the event of a catastrophic situation when an IPL of the system cannot be
performed, the Stand-Alone Restore (SAR) facility restores the system volume. After
the restore is completed, the MVS IPL can be directly initiated. Immediately after the
IPL, the information center can activate CA-ASM2 and the tape management system.

Once the system and IPC are restored, the information center can start restoring
application data. For off-site locations where primary backup versions may not be
available, CA-ASM2 duplex activation facilities permit restores from duplex backup
versions. A full-volume restore can be performed with $DEFRAG, the high-speed
dump and restore facility. $DEFRAG, coupled with Incremental Recovery, restores
entire DASD volumes and the most recent versions of any data sets that have changed
since the full-volume backup. User catalogs can be restored using special routines
provided by CA-ASM2. If the processing of applications must begin immediately,
IXR can be activated to reload backed up and archived data as needed. IXR is
invaluable in off-site recovery operations where storage is limited. It restores or
reloads only individual data sets that are required. IXR selects the most recent version
for each data set. Another method might be restoring data on an
application-by-application basis where all the data sets related to a given application
are identified and reloaded. CA-RSVP can identify all current backup versions which
can be monitored for a a point-in-time to ensure that all the data for an application is
synchronized and a credible restart point for processing is established.

After the information is current and to the point of backup, individual data sets can be
restored with explicit restore facilities. With CA-ASM2, specific versions of data sets
(other than the current version) may be selected for the restore.

CA-ASM2 disaster recovery facilities and procedures are reliable and efficient, and
provide a comprehensive approach to restoring critical information in a crisis situation.
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 1.10 Maintenance

It is widely recognized that overallocated and misallocated data sets are growing
problems in information centers today. This chapter provides information for
maximizing your system performance through space management.
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 1.11 Space Management

Wasted space affects system performance and results in poor utilization of expensive
storage resources. Significant amounts of space are often found in obsolete data sets,
partitioned data sets (PDS) requiring compression, and overallocated data sets.
Partition data set management can also be a problematic area if not handled properly.
If the compression of PDSs occurs when they fill up, end users are unnecessarily
affected by delays in obtaining access.

Another prevalent trend is the fragmentation of unallocated space on DASD volumes,
often resulting in costly job reruns after an allocation request is denied. These and
other space mismanagement problems adversly affect system-wide performance and
throughput.

CA-ASM2 space management facilities can assist the storage administrator in
identifying and reclaiming wasted or misused storage resources.
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1.12 Space Management Commands

Several CA-ASM2 space management commands and options offer users an
opportunity to monitor and manage DASD space. Space usage inquiry is the first stage
of the space management process, whereas space management actions complete the
cycle.

CA-ASM2 space management commands are powerful, with extensive capabilities, and
are designed for flexible processing. They can be issued interactively, either from an
ISPF panel (see 1-28), as straightforward TSO commands, or in batch mode.

 1.12.1 Inquiry Command

A space management inquiry command allows the storage administrator or user to
review space usage information, either by data set name or user ID. This information
assists the storage administrator or user in determining whether data set allocations are
acceptable, suggests data sets that warrant compression, or identifies candidates for
releasing unused space.

Data set usage inquiries can be limited to online data sets, bypassing data sets
cataloged to tape volumes.

The CA-ASM2 space management inquiry command can obtain information on data
set usage, such as the following:

■ Total usage count
■ Date of last use
■ Date, time, and user ID of the last update

 ■ Allocation quantities

The example on the next page shows the results of the space management inquiry
command using the online command processor.
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Sample Online Space Management Inquiry Command

� �

 $us index(sam1.�.data)

 USE COUNT LAST USE LAST MOD MOD TIME MOD/JOB/USER VOLSER DSNAME

 6 �4-19-98 �4-19-98 ��:47 C SAM14 WRK168 SAM1

 1 �4-19-98 �4-19-98 �2:�7 C SAM1 WRK269 SAM1

 34 �4-21-98 �4-21-98 �2:58 JRT1 WRK269 SAM1

 14 �4-19-98 �4-19-98 �1:37 C SAM14 WRK169 SAM1

 22 �4-19-98 �4-14-98 21:19 MXM WRK269 SAM1

 4 �4-19-98 �4-19-98 ��:13 C SAM1� WRK168 SAM1

 3 �5-23-98 �5-22-98 ��:11 SAM1 WRK168 SAM1

 23 �4-29-98 �4-19-98 �1:35 SAM14 WRK169 SAM1

 6 �4-16-98 �4-16-98 �3:14 JRT WRK169 SAM1

 1 �5-23-98 �5-23-98 �3:�9 JRT WRK123 SAM1

 '$US' ENDED

� �

In this example, the storage administrator or user requested space usage information
for data set index sam1. The information displayed shows the total usage count, last
use date, last modified date and time, last user's job name or ID, and volume serial
number on which the data resides. The C following the last modification time indicates
the SU60 change flag is on.

 1.12.2 Action Command

The overriding benefit of the space management commands is to provide effective
information center control over DASD space. After inefficient data sets are identified,
taking corrective actions against them is a straightforward process.

The storage administrator or user can:

■ List space usage information showing allocation quantities for specified data sets.

■ Version all unused space from sequential data sets.

■ Release a portion of unused space from partitioned or sequential data sets,
retaining a certain percentage in anticipation of data set expansion.

■ Compress a data set, or multiple data sets, by specifying the data set name, user
ID, or high-level index.

■ Clear an empty sequential data set, or multiple data sets, by writing an end-of-file
mark at the beginning of the data set.
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To ensure data integrity, the storage administrator or user creates duplicate copies of
data sets before compression runs, and either keeps or deletes them after compression.
The storage administrator or user has flexibility in assigning allocation quantities for
the backup copies. Primary and secondary space allocations and directory block entries
can be specified.

The following example shows the results of the space management action command
using the online command processor.

Sample Online Space Management Action Command

� �

$sm compress rlse

VOLSER ORG UNT SEC EXT ALLOC USED DIRAL DIRUS RLSE DATA SET

TSDSK1 PO TRK 3 1 1 1 3 1 � USER1.DSN

TSDSK1 PS TRK 1 3 4 4 � USER1.DSN

TSDSK1 PS TRK 3 2 4 4 � USER1.DSN

TSDSK1 PS TRK 1 1 1 1 � USER1.DSN

TSDSK1 PO TRK 2� 2 57 57 3 3 65 USER1.DSN

TSDSK1 PO TRK 5 1 1 1 1� 1 19 USER1.DSN

TSDSK1 PO TRK 5 2 6 6 5 2 � USER1.DSN

TSDSK1 PO TRK 5 2 2 2 5 2 � USER1.DSN

TSDSK1 PS TRK 5 1 1 1 � USER1.DSN

TSDSK1 PS TRK 3 1 1 1 � USER1.DSN

TSDSK1 PO BLK 19 1 32 32 7 1 � USER1.DSN

TSDSK1 PO TRK 5 4 15 15 5 1 4 USER1.DSN

TSDSK1 PS TRK 1 3 3 3 � USER1.DSN

 TSDSK1 PO TRK 5� 1 44 44 1� 5 2�� USER1.DSN

TSDSK1 PO TRK 5 1 22 22 1� 5 1 USER1.DSN

TSDSK1 PO TRK 3� 1 346 346 5 1 1�6 USER1.DSN

 544 544 4�3 TOTAL

� �

In this example, the storage administrator or user requested that unused space in data
set USER1.DSN be released and that the data set be compressed. Because a data set
name was not specified, CA-ASM2, by default, used the user ID. The information
displayed shows the volume serial number on which the data resides, the data set
organization, unit in tracks, secondary allocation, number of extents, allocated tracks,
used space, PDS directory space allocation and space used, and space released.
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1.12.3 ISPF Disk Space Management Utility Panel

The CA-ASM2 Disk Space Management Utility (option 3 on the CA-ASM2 Primary
Selection Menu) features a variety of DASD space management tools. By simply
entering a single operand and a data set name (or user ID), an extensive online report
on data set space usage can be viewed.

ISPF Disk Space Management Utility Panel

� �

------------------ CA-ASM2 DISK SPACE MANAGEMENT UTILITY -----------------

  OPTION ===>

blank - Display disk data set space information ($SM)

  U USAGE - Display disk data set usage information ($US)

  C COMPRESS - Compress data set without releasing unused space

  R RELEASE - Release unused space in data set(s) (compress optional)

  E RESET EOF - Reset End-Of-File to beginning of a sequential data set

Data set name ===>

Data set type ===> Calc DIR info ===>

Tape data set ===> MSS data sets ===>

Compress or Release Parameters: (if option C or R selected)

  BACKUP ===> COMPRESS ===> RELEASE ===>

  KEEP ===> LIST ===> SYSOUT ===>

TRKS/CYLS ===> SAVE ===> PERCENT SAVE ===>

  PRIMARY ===> SECONDARY ===> DIRECTORY ===>

  UNIT ===> VOLUME ===>

BACKUP UNIT ===> BACKUP VOLUME ===>

  QUALIFER ===>

BACKUP NAME ===>

� �

One can choose from a collection of options when compressing or releasing unused
space for partitioned data sets. For example, when releasing unused space, the storage
administrator or user can release only a portion of it and retain a percentage of space
(using the PERCENT SAVE parameter) in anticipation of data set expansion. A
specific number of cylinders or tracks of unused space can also be retained.
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1.12.4 Archive Controls for Space Management

An opportune time to perform automated storage management functions is when
CA-ASM2 is already scanning VTOCs during system-initiated archive runs. (Archival
is discussed on 1-33.) Through simple control statements, CA-ASM2 can be instructed
to look for certain data set conditions that violate critical storage management
standards; any data sets satisfying those conditions are automatically corrected.

CA-ASM2 archival runs can simultaneously look for the following:

■ Empty data sets
■ Inactive data sets
■ Miscataloged data sets
■ Uncataloged data sets
■ Data set names or those with a specific high-level index

Parameters can be included in the archive runs to instruct CA-ASM2 to scratch,
uncatalog, compress, or release unused space from data sets matching any of the above
selection criteria.
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The fragmentation of unallocated space on DASD volumes is one of the more common
and costly space management problems. A fragmented volume results when data sets
have extended into multiple increments of space called extents, and after numerous
deletions of data sets leave gaps of unallocated space across the volume. Severe
fragmentation drastically reduces the availability of contiguous DASD free space and
could seriously affect system-wide performance by diminishing I/O access speed when
data sets are allocated in multiple extents. In addition, volume fragmentation can
result in out-of-space conditions when an allocation request is rejected due to the lack
of large contiguous areas. This leads to costly reruns.

CA-ASM2 offers an efficient, high-speed defragmentation facility, $DEFRAG, to solve
this problem. $DEFRAG operates at a high speed because it copies cylinders of data,
not just tracks, records, or blocks; in fact, it is often referred to as a physical data
mover. It conserves valuable tape by not copying unused tracks of data, thus reducing
tape expense tremendously.

The $DEFRAG process involves two distinct phases: dump and restore. Briefly, the
dump phase copies the volume to tape. The restore phase copies the tape back to the
DASD volume in the original format, or optionally compresses the volume,
consolidating extents and rearranging movable data sets to produce a volume with the
largest contiguous free space possible. To defragment a volume, the storage
administrator selects the COMPRESS option during volume dump. Data sets can be
flagged as logically unmovable to ensure the integrity of placement or status. Logically
unmovable data sets (such as the VTOC, SYSCTLG, VSAM data spaces, and data sets
allocated to absolute tracks) are not altered or relocated during a compression run.

VSAM objects cataloged in an ICF catalog including components of clusters and
alternate indexes, components of ICF catalogs, and the VSAM Volume Data Set
(VVDS) are automatically relocated when the volume is restored to online DASD,
unless otherwise specified at dump time.
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1.13.1 Volume Performance Tuning

$DEFRAG also provides volume tuning functions that allow specific data set
placement within the volume for better overall performance.

Improper data set placement can intensify the impact of head contention and valuable
processing time is spent traversing the disk between concurrently used files rather than
performing file I/O operations. Head contention can lead to erratic patterns in online
response time and batch turnaround time. This causes overall system performance to
be unpredictable and less than optimum. The CA-ASM2 Data Set Placement (DSP)
option can eliminate serious contention problems and reduce the total seek time
needed, contributing to significantly improved system performance.

The DSP option can direct the placement of highly active data sets on specified
volumes during a defragmentation run. CA-FastDASD can be directed to recommend
optimum data set placement based on information it has collected about seek activity
and furnish this placement information to the DSP library.

Another volume tuning option lets the storage administrator center the VTOC, and
group the VVDS and the VTOC index and catalog(s) near the center of the volume
during the volume restore phase. Data centers with high-activity volumes, such as
TSO volumes, see an immediate improvement in I/O access speed.

The VTOC of the compressed volume can also be enlarged. This option greatly
simplifies the task of expanding the VTOC to accommodate additional entries. The
information center need not resort to cumbersome utilities and use costly system
resources to achieve the same result.
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 1.14 Movement

Effective storage management requires the movement of data, at various times, from
one storage location to another to free valuable storage space. CA-ASM2 provides
archival and migration facilities for the movement of data.
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 1.15 Archival Facilities

Archiving involves moving data sets from online DASD volumes to less expensive
media, either tape or DSA. Data sets that are not accessed for long periods of time
and occupy costly online storage space are good candidates for archival.

Data sets can be archived automatically by criteria defined by the information center
(system-initiated archival) or by a user request (explicit archival).

Once archived, a data set is scratched from online DASD and uncataloged; the data set
is not available for use until it has been reloaded to online DASD. The terms retrieval
and reload are interchangeable.

CA-ASM2 archive and retrieval facilities are as follows:

 ■ System-initiated archival
■ Explicit archival and retrieval
■ Automatic retrieval with Intelligent Transparent Restore (IXR)

Detailed information on each archived data set and archive medium is maintained in
the CA-ASM2 Integrated Product Catalog (IPC) to facilitate later retrieval. When
archiving SMS controlled data sets, SMS classification data is also stored in the IPC.

CA-ASM2 archive processing is efficient. Either the information center or the user
assigns a retention period to every archived data set. Since retention periods may vary
from one data set to the next, when archiving to tape CA-ASM2 groups data sets with
similar retentions and places them on the same tape volume. All archived data sets on
a given tape volume expire at approximately the same time. Costly, time-consuming
tape consolidation runs are minimized.

When archive runs are done to tape, valuable tape space is conserved. A new tape is
not required for every run. CA-ASM2 fills up an entire tape before starting a new one.
In this respect, operator intervention is also kept to a minimum by reduced tape mount
activity. Tape duplexing is automatically performed whenever a master archive tape
has been modified. Duplexing provides a backup copy in case the master tape is
accidentally lost, damaged, or destroyed. A deferred scratch option ensures data
integrity. If selected, deferred scratch postpones the scratching of data sets from DASD
until after the master archive tape is successfully duplexed.

The disk-to-disk feature provides the option to archive data sets to disk rather than to
tape. The disk archive can be thought of as a Disk Staging Area (DSA) where
CA-ASM2 holds the archive data sets until they can be copied to tape. Data sets
archived to disk may be directly retrieved or restored, if required.

To conserve disk space, the disk-to-disk program compresses and blocks data sets as it
writes them to the DSA. CA-ASM2 assigns a generated name to each archive data set
residing in the DSA. Disk-to-disk archival combines regularly scheduled archival with
threshold-driven archival to provide maximum disk space availability and minimum
resource contention. The threshold approach is an option available only for
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disk-to-disk archival. This approach monitors a volume or group of volumes for free
space availability or space utilization. This process determines the most eligible data
sets for archival based on standards defined by your information center and
communicated to CA-ASM2 either through its own control statements or through SMS
constructs. Threshold archival begins when CA-ASM2 detects the high threshold value
and ceases when it has moved enough data to attain the low threshold value.

Staging data sets to disk helps reduce tape mounts. Disk-to-disk archival allows your
information center to maintain higher retrieval rates for archived data because tape
mounts are not required. It also helps to improve end user service levels as the process
of retrieving from disk is much quicker than retrieval from tape.

The archive process can be facilitated by using the preprocessing capabilities of
CA-RSVP. CA-RSVP takes no direct action regarding the data; the information center
has complete control. CA-RSVP produces archive commands for further processing
and these commands can be reviewed and modified, if necessary, prior to action
execution. For more information on CA-RSVP preprocessing, see 1-50.

Another powerful CA-ASM2 preprocessor, $GDGMON, generates commands for data
sets contained in Generation Data Groups (GDGs). GDG data sets can automatically
be archived with the $GDGMON preprocessor. For more information on $GDGMON,
see 1-9.

When planning explicit retrieval strategies, the information center must weigh
performance and efficiency factors. A typical case is with explicit online reloads.
Online reloads from tape, for example, occur in a TSO user's time-sharing region and
cause a separate tape mount for each request. When authorizing online reloads, the
information center must consider the potential impact of increased tape mount activity,
tape drive usage, and operator workload.

The inherent flexibility of CA-ASM2 lets the information center activate different
explicit retrieval options for different users, thus maximizing performance and
efficiency system-wide. Certain users can be authorized to perform online reloads,
while other users may be required to submit requests to the reload queue, which
CA-ASM2 services on a periodic basis.

The information center may decide to activate automatic retrieval with IXR for one
group of users, but not others. Selected users might even be permitted to override
organization-defined retrieval procedures.

 1.15.1 System-Initiated Archival

System-initiated archival entirely automates the archive process and can be done to
either tape or DSA. The storage administrator simply defines key archive criteria and
CA-ASM2 automatically carries out the procedure. System-initiated archival ensures
that organization-defined standards are adhered to and results in an increase in the
availability of online disk space.
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Preparing for an archive run, the storage administrator identifies the DASD volumes to
be processed, and the criteria by which data sets become eligible for archival. The
typical criterion is the number of days since data sets were last accessed. Using data
set pattern masking and criteria selection provides extra control and flexibility during
this process. In an SMS environment, the SMS management class can be used to
determine the selection of data sets to archive.

During the archive run, CA-ASM2 scans the VTOCs of the requested volumes, and
unloads data sets according to the specified archive criteria.

 1.15.2 Explicit Archival

Explicit archive requests are issued by an online user or a batch program. A user
submits an archive command and the name of a data set(s) to be archived. An
alternative to submitting an archive command is to use the convenient ISPF Archive
Utility panel (see 1-39).

CA-ASM2 places all explicit archive requests in a command queue for later batch
processing. During batch processing either tape or disk can be specified as the archive
medium. Batch jobs are run on a periodic (often daily) basis to minimize the number
of required tape mounts. For greater efficiency, CA-ASM2 segregates temporary and
permanent data sets to separate tape volumes.

Explicit archival offers several benefits to the user and the information center. End
users can be responsible for archiving their own data sets. Users need not be
concerned with the location and attributes of individual data sets, or worry about
expiration dates. All such information is recorded in the IPC.

Several operands lend flexibility to explicit archival processing. A user can:

■ Flag a data set for permanent archival, which places it on a permanent archive
tape with a long-term retention period, up to several years.

■ Specify an archive retention period.

■ Add comments about an archived data set to the IPC.

■ Assign a logical queue name to the requests so that they are serviced by a specific
archive job.

■ Bypass the verification procedure that allows a data set to be placed in the archive
queue; by default, CA-ASM2 verifies that the data set exists on DASD before
entering it into the queue.

The following example shows the result of an online explicit archive request. It
illustrates archiving multiple data sets with a single command.
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Sample Online Explicit Archive Request

� �

$ar dsn(my.data your.data) retpd(18�)

���DATASET NAME: USER1.MY.DATA

$AR��711 ACTION TAKEN: FLAGGED FOR UNLOAD

���DATASET NAME: USER1.YOUR DATA

$AR��711 ACTION TAKEN: FLAGGED FOR UNLOAD

365 DAY RETENTION PERIOD IN EFFECT:

INSTALLATION MAXIMUM FOR ARCHIVE TAPES

 '$AR' ENDED

� �

In this example, the user has requested that both data sets my.data and your.data be
archived. The user command is shown in lowercase. CA-ASM2 responded with the
message that both data sets are flagged for unload. Because both data sets were
unqualified, CA-ASM2 prefixed the user's user ID to the data set names.

 1.15.3 Threshold Archiver

This component enables information centers to perform threshold space management.
The Threshold Archiver is executed as an online or batch command. It is also
dynamically invoked by the Realtime Space Monitor when the automated threshold
archival feature is initiated. When executed as a command, the user specifies a target
occupancy or free space threshold for a volume or a volume grouping. The threshold
archiver determines if the specified threshold has been exceeded and if required,
generates archive requests to bring the space level to the requested threshold. When
archiving is required, data sets are selected based on inactivity and data set size.

In SMS environments, the threshold archiver honors storage group and management
level controls.
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 1.16 Retrieval Facilities

Retrieval involves moving archived data sets from less expensive media back to online
DASD for immediate accessibility. Since the exact location of each archived data set is
recorded in the IPC, the user never has to track the media containing required data
sets, or submit extensive JCL to retrieve them.

CA-ASM2 features a number of retrieval methods so that the information center can
define those best suited to its environment. One primary objective of automated
storage management is to control retrieval processing efficiently throughout the user
network.

CA-ASM2 retrieval facilities include the following:

 ■ Explicit retrieval
  Online reloads
  Batch reloads
  Queued reloads
■ Intelligent Transparent Restore (IXR)

During retrieval of SMS controlled data sets, the original SMS classifications are made
available to Automatic Class Selection (ACS) routines. The ACS routines determine
which SMS classes and storage group are assigned to the data set.

 1.16.1 Explicit Retrieval

Explicit retrieval requests are issued by a user or batch program. The user submits an
explicit reload-from-archive command followed by the name of the data set(s) to be
reloaded. An alternative to submitting an online explicit request is to use the reload
option on the ISPF Archive Utility panel (see 1-39).

Explicit retrieval requests can easily be tailored with a variety of processing options. A
user can:

■ Rename a data set when reloading it to online DASD.

■ Cite a target volume or unit pool (esoteric unit name) to which the data set is
reloaded.

■ Specify the original DASD volume from which the data set was archived, thus
identifying the archived version to be reloaded.

■ Control the catalog environment at reload. The user can either catalog a data set at
reload, reload without cataloging, or uncatalog the data set after it has been
reloaded.

■ Force the reload, even though a data set of the same name already resides on disk.

■ Assign a logical queue name to the requests so that they are serviced by a specific
reload job.
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■ Request that all components (or only the named component) of a VSAM sphere
be reloaded.

■ Specify a multivolume data set is to be reloaded to a single volume or multiple
volumes.

 1.16.1.1 Online Reloads

Online reloads are issued by the TSO user and are processed immediately. An online
reload request (often termed a foreground reload) executes in the user's time-sharing
region while the user waits.

If multiple data sets are requested from tape, CA-ASM2 reloads them in the order they
appear on tape, and not in the order the user entered them. By doing so, unnecessary
tape mounts and excessive tape drive usage is eliminated; nonetheless, each particular
reload request causes a separate tape mount. Because online reloads do not make
optimal use of computer resources, the information center may choose to limit their
use.

 1.16.1.2 Batch Reloads

Explicit reload requests from one or more users can be run as a batch job and
scheduled periodically. The batch procedure accommodates multiple reload requests
more efficiently and economically than the online method.

To minimize tape mounts when reloading from tape, CA-ASM2 groups and presorts
all reload requests by file sequence number within each tape volume. All data sets on
a given volume are reloaded in one pass before the next tape is mounted.

 1.16.1.3 Queued Reloads

Queued reloads combine the convenience of online reloads and the efficiency of batch
reloads. All explicit reload requests are placed in a command queue for subsequent
batch processing. A batch job can be submitted periodically by the storage
administrator, or automatically by the queue monitor facility, to process the queued
requests and reload the data sets. The queue monitor facility checks the queue at
organization-defined intervals to determine the number of pending queued requests and
the amount of time each request has been queued. When the number of queued
requests or the time waiting for any request reaches the limit defined by the
information center, the facility submits a job to process the queue.

CA-ASM2 broadcasts a message to online users when their reload requests are
completed, as shown in this example.

$ra dsname(cns1���.asm) UDATE(1998/15�) UTIME(1�:3�)

$RX�1��I USER1.CNS1���.ASM REQUEST HAS BEEN QUEUED FOR RELOAD

USER1.CNS1���.ASM WAS SUCCESSFULLY RESTORED
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1.16.2 ISPF Archive Utility Panel

The CA-ASM2 Archive Utility panel (option 1 on the CA-ASM2 Primary Selection
Menu) allows for archival of user-specified data sets and, conversely, reload of
archived data sets to an online DASD volume. Selected data sets are queued and
processed during normal archive runs.

ISPF Archive Utility Panel

� �

------------------------ CA-ASM2 ARCHIVE UTILITY -----------------------

  OPTION ===>

A ARCHIVE - Queue a data set to be archived

R RELOAD - Queue a data set to be reloaded from archive

Data set name ===>

Back version ===> (For reload, back NN versions, � = most recent)

 Comment ===>

Logical queue name ===>

Archive Parameters: (If option "A" selected)

Retention days ===> Validate data set exists ===>

Permanent archive ===> Qualifier to add to DSN ===>

Disk volume name ===>

Reload Parameters: (If option R selected)

New data set name ===>

 Target volume ===>

 Original volume ===>

Catalog at reload ===> (YES, NO, or UNCatalog)

 Force reload ===>

� �

Notice the wide range of parameters available for tailoring the archive/reload cycle.
When archiving, a user can select a retention period, flag the data set for permanent
archival, and identify a disk volume name for archiving uncataloged data sets. When
reloading data sets, a user can rename them, cite a specific target DASD volume, force
the reload even though data sets of the same name already exist on disk, and so forth.
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1.16.3 Intelligent Transparent Restore (IXR)

Intelligent Transparent Restore (IXR) is a sophisticated facility that analyzes data
availability and automatically performs realtime retrievals of data sets archived by
CA-ASM2. IXR, which runs as a subsystem of the operating system, is completely
transparent to the user. The user need not be concerned whether data sets are online or
archived.

The information center has absolute control over IXR features and intercepts. IXR can
be made available to all or selected TSO users, batch jobs at either the job or step
level, started tasks, or a combination of any of these operational modes. The
information center can control the use of IXR on the basis of user IDs, account codes,
and other individualized criteria.

In batch mode, IXR provides intercepts at job or step initiation to reload all archived
data sets needed by the job or step. Special techniques are used by IXR when
reloading from tape to minimize the number of tape mounts, the number of passes on
any given tape, and job processing delays.

In online mode, users may select any of three options for retrieval: data may be
retrieved while the user waits, the user may elect not to retrieve data, or an
asynchronous mode may be selected that allows users to utilize their terminals
concurrently with data retrieval. In asynchronous mode, the user is notified upon
completion of the data retrieval.

IXR offers convenience to users and has far-reaching performance and cost benefits.
More data, including mission-critical production data, can be archived without delaying
production job schedules or incurring costly job reruns because data is unavailable.
With IXR, archived data is always available. By archiving more data, the information
center realizes tremendous savings and better utilizes valuable DASD resources.

With IXR, SMS controlled data sets are allocated using their original SMS class
definitions. The ACS routines may override the original class settings with new ones.

Since IXR provides a phased implementation approach and can be installed separately,
the information center may implement the other features of CA-ASM2 and phase in
IXR at its convenience.

 1.16.3.1 Options

The information center can further customize IXR processing by selecting from a
matrix of IXR options. These options provide greater flexibility in monitoring the
retrieval environment and can be changed at any time. For example, the information
center may select from three modes: Interactive, Quiet, or Verbose. In interactive
mode, the TSO user or operator decides whether IXR should reload archive data sets.
Quiet mode displays IXR request messages at the user's terminal or on the system
console, and verbose mode displays (to the interactive user) the final status of all
inquiry calls.
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In the interactive dialog example shown on the next page, a TSO user issues an
allocation command for a cataloged data set that is archived by CA-ASM2. The user
command and user response is shown in lowercase. The go response instructs IXR to
proceed with the reload processing, leaving the allocation command suspended until
IXR completes the reload.

 READY

alloc da(misc1.text) dd(sysut1) shr
 IXR�31�I IXR INQUIRY REQUEST STATUS (�4,���)

 IXR�311I TSOA12.MISC1.TEXT (��4) - ARCHIVED, RELOADABLE

 IXR�3��A REPLY GO, IGNORE, OR CANCEL:

go
 IXR�312I RELOAD REQUEST 1231 SUBMITTED TO IXR

 IXR�3�3I WAITING ON IXR

 IXR�3�3I WAITING ON IXR

 IXR�31�I IXR RELOAD REQUEST STATUS (�4,���)

 IXR�311I TSOA12.MISC1.TEXT (��4) - ARCHIVED, RELOADED

 READY

Among the many other IXR options are:

■ Conditional Reload Processing - Indicates that if one or more data sets are
unavailable, no reloads are performed and the job is canceled.

■ Secondary Reload Permitted - Authorizes a second reload of a data set that was
previously reloaded but is now unavailable on disk.

■ Force Reloads - Instructs IXR to try to reload a data set even though a not
reloadable indication appears in the IPC.

■ STOPX37 Multivolume Assist - In a STOPX37 environment when IXR cannot
find sufficient DASD space to perform a reload, IXR selects the volume with the
most space and set up the operating environment so that STOPX37 can add
volumes as necessary.

■ Job Staging Intercept - Submits all data sets referenced in the JCL to IXR for
availability analysis and possible reloading.

■ Step Staging Intercept - Submits all data sets referenced in the JCL to IXR for
availability analysis and possible reloading.

■ Prevent 522 Abend - Prevents an MVS system 522 (wait time exceeded) abend
from terminating a job or user waiting on IXR activity.

IXR processing options affect the way IXR responds to each intercept request. Options
may be changed by users if allowed by the information center. An IXR override
facility provides separate overrides for batch, TSO, and started tasks and allows the
information center to forcibly set or reset IXR options.
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Override Example

This example shows the JCL to override several IXR options. In this example, the
information center established NO as the batch default for 522 abend prevention and
step-level staging, and YES as the default for job staging. The storage administrator
wants to disable job staging and activate step staging because the second step (which
references several large, possibly archived, data sets) seldom executes. Also, the
storage administrator wants 522 abend prevention activated and interactive IXR
execution on the second step.

//TRA6��W JOB (8222,B3��),'BUDGET CYCLE 1',CLASS=E

//�

//ACCUM EXEC PGM=TRA611

//X$JUJIN DD DUMMY DISABLE JOB STAGING

//X$JUSIY DD DUMMY ENABLE STEP STAGING

//X$J522Y DD DUMMY ENABLE 522 ABEND PREVENTION

//TRAFILE1 DD DISP=SHR,DSN=TRA.RTRANS(�)

//TRAFILE2 DD DISP=SHR,DSN=TRA.RTRANS(-1)

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=D

//TRACCUM DD DISP=OLD,DSN=TRA.ACCUM.MASTER,DCB=BUFNO=3

//�

//CLEANUP EXEC PGM=TRA615X,COND=ONLY

//X$SINTY DD DUMMY ENABLE INTERACTIVE MODE

//TRACCUM DD DISP=OLD,DSN=TRA.ACCUM.MASTER

//LOGFILE DD DISP=SHR,DSN=TRA.AJOURN.LOG,DCB=BUFNO=16

//LOGHISTY DD DISP=SHR,DSN=TRA.AJOURN.HIST

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=D

//TRASTAT DD DISP=OLD,DSN=TRA.CURR.STATUS,DCB=BUFNO=1

//�

//REPORT EXEC PGM=TRA612

  ...

 1.16.3.2 Operating Commands

IXR provides an operator command interface that supports inquiry, control, and
modification actions. Although IXR is automated and requires little or no active
decision making, there is an occasional need for operator inquiry and intervention. IXR
operating commands allow the IXR operator to start and stop IXR, display or cancel
IXR activity, display or change default and override options, and display or change
reload device status.

The example on the next page shows the results of entering a Display Device
command (=DD). This command displays the status of reload device activity. It shows
the number of data sets waiting for an available device, the total number of devices
allocated to IXR, and the number of idle devices. The display provides a detail line for
each assigned device that shows the volume and the number of data sets queued to be
reloaded from that volume. The operator can determine when to allocate more devices
to IXR and remove allocated devices.

The operator enters the Display Device command: =DD
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IXR responds with the following display:

� �

IXR�18�I IXR DISPLAY DEVICE COMMAND

NUMBER OF TAPE DEVICES AVAILABLE 2

NUMBER OF TAPE DEVICES ACTIVE 1

MAXIMUM SIMULTANEOUS DSA RELOADS 3

NUMBER OF DSA RELOADS ACTIVE 2

NUMBER OF RELOADS ON THE ACTIVE QUEUE �

CUU VOLSER REQUEST ID RELOAD COUNT

478 ��7416 R�221.D���3 ����1

1F1 ARC��1(D) R�29�.D���1 ����1

1F2 ARC��2(D) R�25�.D���8 ����1

DSA reload volumes have a (D) appended to their VOLSER.

� �

 1.16.3.3 Disaster Recovery

For disaster recovery, IXR can control the selection and reloading of backed up and
archived data. It restores or reloads individual data sets, not entire volumes, and only
the data sets that are required. IXR controls which archive or backup version to use,
selecting the most recent version for each data set. For more information on IXR
recovery functions, see 1-20.
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 1.17 Data Migration

Data migration is a simple concept. It is the process of moving data from a DASD
volume to another storage device (or vice versa), be it a similar or dissimilar device
type. Unlike archived data, which is unavailable until reloaded, migrated data is
accessible immediately. The CA-ASM2 migration facility, $MIGRATE, together with
archiving to tape with recataloging, accomplishes this movement. This facility does
more than merely move data sets from one device to another. During migration runs,
the migration facility analyzes data format and automatically adjusts data set block
sizes and space allocations to ensure optimum utilization of the new device. There are
two types of migration:

■ Migration to disk
■ Migration to tape

As a front-end processor, CA-RSVP can be used to generate migration commands for
further processing. This allows the storage administrator to review the action to be
performed and modify it, if necessary, prior to the actual migration run. For more
information on CA-RSVP preprocessing, see 1-50.

Another powerful CA-ASM2 preprocessor, $GDGMON, generates commands for data
sets contained in generation data groups (GDGs). GDG data sets can automatically be
migrated with the $GDGMON preprocessor. For more information on $GDGMON, see
9.2, “GDG Maintenance - $GDGMON” on page 9-3.

1.17.1 Migration to Disk

The CA-ASM2 migration facility $MIGRATE moves sequential and partitioned data
sets efficiently from disk-to-disk. Data sets may be moved freely between SMS and
non-SMS controlled volumes. When migrating to SMS controlled volumes, the
storage administrator may assign different management, data, and storage classes to
each data set being migrated. Disk-to-disk migration is direct, a single-step process
that does not require intermediate tape storage.

$MIGRATE is an exceptional tool for migrating data from one device type to another,
as in DASD conversions. This facility eliminates the labor-intensive processes of
recalculating block sizes and space requirements between unlike device types such as
3380s and 3390s.

$MIGRATE automatically reblocks data sets to new block sizes compatible with the
receiving volume. When moving load libraries, $MIGRATE reblocks data to smaller
block sizes as required, without involving a linkage editor.

In a single migration run, data sets can be moved from multiple input volumes to
multiple output volumes or to multiple storage groups based on individual storage class
assignments.
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CA-ASM2 furnishes several $MIGRATE options, giving the information center total
control over migration processing. The information center can control:

■ Data set selection criteria

 ■ Block sizes

 ■ Space allocations

■ Cylinder and track alignments

■ Catalog environments and options

■ Migration activity and usage information

■ Concurrent processing of space and retention management functions (releasing
space and scratching data sets)

■ SMS classifications for storage, management, and data class

Another powerful option lets the information center perform a simulated migration run.
Simulation runs are valuable for testing various data set selection criteria, and for
performance tuning before executing live runs.

Movement of all other IBM data set organizations (except unmovable or
device-dependent data sets) is accomplished through archive and reload facilities.

1.17.2 Migration to Tape

Sequential data sets are migrated to tape with the CA-ASM2 archive facility. A single
keyword allows recataloging of sequential data sets to the receiving tape volume so
they can be accessed directly by a user application. This procedure departs from
archival in that archived data sets are not recataloged and are, therefore, inaccessible
until reloaded.
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 1.18 Retention

Information centers recognize the importance of balancing the acquisition and release
of unused space which is a consequence of mismanaged data sets or space
inefficiencies at the volume level, compounded by user demand over time. The storage
administrator should be equipped with tools to release unused DASD space efficiently.
The Controlled Scratch facility of CA-ASM2 is a valuable tool for releasing excess
space and automatically removing unnecessary data sets based on criteria defined by
the information center.
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 1.19 Controlled Scratch

The Controlled Scratch component addresses the need for eliminating obsolete and
unauthorized DASD data sets. Obsolete data sets with the following characteristics
could (depending on organization standards) be scratched from DASD devices:

 ■ Not cataloged
 ■ Empty
■ Nonstandard data set names
■ Invalid data set organizations (DSORG)

With the Controlled Scratch component, the information center can select these
obsolete and unauthorized data sets based on organization-defined criteria, and scratch
them to create free space for new data sets.

Data sets can be selected for scratching using either the $SCRATCH command or the
$PROTECT command. $SCRATCH command criteria identifies data sets to be
scratched while $PROTECT command criteria identifies all data sets that are to be
protected, with all other data sets being selected for scratch. The $SCRATCH
command is useful for selecting data sets with known attributes. The $PROTECT
command is useful in information centers that wish to enforce strict data allocation
standards.

Data sets selected for scratch using either technique are removed from DASD and the
reclaimed free space is summarized for convenient review by the storage administrator.

Using the Controlled Scratch facility increases the available DASD space in the
information center.
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 1.20 Status Functions

Storage status and management is the process by which storage resources are
controlled and maintained cost-effectively. Effective storage status and management
solves current storage problems by freeing up valuable DASD space, and positions the
information center to solve future storage problems without incurring unnecessary
expenses, such as the acquisition of additional DASD storage devices or additional
personnel to manage stored data.

The fundamental objective of storage status is the optimization of costly DASD space.
Available space is the prime resource of the storage subsystem. Proper space
allocation and resource availability are the concerns of space optimization. The storage
administrator's ability to optimize space is dependent, for the most part, on the
sophistication of the management tools available.

Precision DASD reporting tools, such as simplified exception reporting, are a
prerequisite to monitoring the storage configuration. The storage administrator should
be alerted to storage problems before they escalate. Reporting tools should provide
reliable information on space usage, the status of all data sets, and a detailed analysis
of data set usage and placement. CA-ASM2 provides several reporting facilities:

■ Realtime Space Monitor
■ Report Selection and Variable Processing (CA-RSVP)

 ■ Queue Management
■ $VLIST, a catalog list utility program
■ $DFGMAP, maps a volume by CCHH

Once storage inefficiencies are identified, the storage administrator must be armed with
the necessary tools to correct them. CA-ASM2 provides Group Name Modification (a
component of Allocation Manager) to effectively control and manage the storage
configuration.
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 1.21 Reporting

Strategic decisions regarding data management are only as effective as the information
used to make them. To properly manage DASD storage resources, the storage
administrator must have volume and data set status information. The best way to
acquire this information is through reporting.

1.21.1 Realtime Space Monitor

The Realtime Space Monitor utility collects DASD space usage information at
continuous organization-defined time intervals, providing an overall picture of free
space availability. The data collected shows how DASD free space fluctuated over the
sampling period. It is useful for pinpointing peak DASD utilization during production,
and for forecasting space requirements for a given time frame.

 1.21.2 CA-RSVP Reporting

Integrated into CA-ASM2 is CA-RSVP which is the most comprehensive storage
reporting facility available today. It utilizes information in the VTOC, system catalogs,
and the CA-ASM2 Integrated Product Catalog (IPC), CA-1 Tape Management Catalog
(TMC), CA-Dynam/TLMS Volume Master File (VMF), SMS database information,
archival, backup, and VSAM catalog information. CA-RSVP reports on over 100
elements associated with a data set or VSAM cluster. It produces over 20 standard
reports that can be tailored to suit specific requirements. The information center can
even create reports from scratch. CA-RSVP provides information on problems,
exceptions, and the effectiveness of DASD management.

CA-RSVP selection criteria lets users create a virtually unlimited number of reports.
CA-RSVP can select data sets based on:

 ■ Volume level
■ Any data set characteristics
■ Data set pattern names using a versatile pattern masking technique
■ Simple IF/AND/OR Boolean logic to further delimit data set selection

Users have complete control over CA-RSVP output formats. The default formats can
be modified by simply adding, deleting, or replacing specified fields. Users control the
appearance of the report, its content, sequence, sort criteria (descending or ascending
on any field), headings, and totals. Reports can be viewed online or by printing a
hardcopy.

The powerful capabilities of CA-RSVP make it an excellent monitoring, documenting,
and forecasting facility.
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Report Selection and Variable Processing (CA-RSVP)

 1.21.2.1 Preprocessing

Preprocessing is defined as any preliminary processing step that sets the stage for
actual processing to be performed. Using CA-RSVP preprocessing, the storage
administrator defines information center storage criteria and subsequent management
actions. Once the criteria are defined, CA-RSVP automatically selects the data sets that
meet the criteria. Selected data sets are often those that violate information center
standards in placement, size, excess space, or period of activity. In a single flexible
operation, nearly all processes associated with CA-ASM2 are performed rapidly with
minimal personal intervention.

CA-RSVP preprocessing has the capability to be partially or completely driven by
SMS information, adding flexibility for those organizations implementing SMS. In an
SMS environment, data management rules are stored and utilized for determining data
management activities. CA-RSVP can interrogate the rules in the SMS database,
analyze the appropriate volumes and data sets to determine the required data
management operations, and pass either command or queued requests to the
appropriate data management function.
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Some typical applications of CA-RSVP preprocessing include:

■ Generating CA-ASM2 space management commands to compress selected data
sets across volumes.

■ Generating CA-ASM2 commands to release unused space for overallocated data
sets.

■ Generating migrate control statements to move data sets onto SMS controlled
volumes and assign SMS classes.

CA-RSVP can create transactions in any format to meet selection criteria. As a
front-end processor, RSVP does not take any direct action on selected data sets. It
produces commands for further processing, and these commands can be reviewed and
modified, if necessary, prior to actual execution. CA-RSVP can issue a report at the
same time transactions are generated for selected data sets. The benefit of concurrent
reporting is that the storage administrator immediately receives a diagnostic report of
the actions to be performed on all data sets.

CA-ASM2 provides several default transaction formats that satisfy most information
center requirements. Additional transaction formats can be easily customized.

 1.21.2.2 Resource Accounting

CA-RSVP serves another valuable reporting function: resource accounting. As a
stand-alone tool, CA-RSVP provides a comprehensive DASD billing system. With
CA-RSVP, the storage administrator can conveniently maintain different billing rates
for different volumes or device types. CA-RSVP services chargebacks for DASD
usage by issuing user-accounting statements. Factors can be applied to charges on an
account basis, and easily updated as required.

CA-RSVP can also be used as a front-end processor to interface with other billing
systems such as CA-JARS. SMF-like billing records are generated for input into other
systems.

One of the distinct advantages of using CA-RSVP as a billing system is forecasting.
CA-RSVP not only services billing statements for current DASD occupancy, but it
generates a billing history file which can be used to predict, by account, DASD usage
and growth.

 1.21.2.3 Using CA-RSVP

CA-RSVP combines exceptional flexibility with ease of use. Processing can be
executed in command mode, in batch mode, or from ISPF panels. Because it is so
simple to use, both technical and nontechnical personnel can start generating
compositional reports immediately.

Chapter 1. Introduction 1-51



1.21 Reporting

1.21.2.4 CA-RSVP ISPF Panels

Detailed $RSVP commands can be built and saved using the CA-RSVP panels under
ISPF. Each command is constructed by simply paging through panel options, which
are accessible from the CA-RSVP Primary Selection Menu. This menu (option 6 on
the CA-ASM2 Primary Selection Menu) lets users select parameter entry panels. Each
parameter entry panel represents a discrete window to a $RSVP command.

ISPF CA-RSVP Primary Selection Menu

� �

----------------------CA-RSVP PRIMARY SELECTION MENU -------------------

  OPTION ===>

  P CA-RSVP PARMS - Specify RSVP ISPF dialog parameters.

  I INPUT SOURCE- Set primary source(s) of information to search.

  N NAMES - Select data sets by level(s) or dsname pattern mask(s).

  A ATTRIBUTES - Select data sets by identifying characteristics.

  F FORMAT - Define report format, sort fields, or print fields.

  B BILLING - Control entries to the transaction file.

  Q ASM2 QUEUE - Place data sets into the CA-ASM2 archive/backup queue.

  U USER EXIT - Specify user exit for tailoring of CA-RSVP processing

  V VSAM - Specify reporting or searching controls for VSAM objects.

  E EXECUTE - Execute $RSVP command.

 RSVP COMMAND NAME ===> (blank for selection list)

� �

Using a build-then-execute technique, the panels eliminate superfluous data entry,
clarify precise parameter choices, and let the user save previously built $RSVP
commands.

A Saved Commands Table containing built $RSVP commands can be displayed at any
time. A user can select, execute, or purge a $RSVP command directly from the
selection list which is similar in format to the ISPF member selection list. CA-ASM2
has a starter CA-RSVP Saved Commands Table (shipped with the product) that
contains some common $RSVP commands.

A sample panel of saved $RSVP commands is shown on the following page.
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The CA-RSVP Saved Commands Table displays by pressing ENTER on the CA-RSVP
Primary Selection Menu with the OPTION and $RSVP COMMAND NAME lines
blank.

Sample CA-RSVP Saved Commands Table

� �
CA-RSVP SAVED COMMANDS -------------------------- LINE �����1 COL ��1 �8 �

COMMAND ===> SCROLL ==> CUR

 S - Select D - Delete E - Execute

  NAME HEADING LAST MODIFIED ID

DEMO�1 DSNs not used within last 14 days 98/�6/25 11:38 C9���23

DEMO�2 Summary listing by volume 98/�6/25 11:38 C9���23

DEMO1B Summary listing by high-level indx 98/�6/25 11:3� C9���23

DEMO�4 Scan for multiple "SYSx" data sets 98/�6/25 11:41 C9���23

DEMO�5 PO data sets in danger of Sx37 97/11/19 18:33 C9���72

DEMO�7 Find $DEFRAG candidate volumes 98/�6/25 11:44 C9���23

DEMO�8 Map DSNs under fixed head position 98/�6/25 11:44 C9���23

DEMO�9 Pattern Masking Facility 97/11/19 18:3� C9���72

DEMO1� Report on VSAM clusters 98/�5/17 �9:18 C9���23

DEMO11 Components of VSAM clusters 98/�5/17 �9:19 C9���23

DEMO12 VSAM changed since yesterday 98/�5/17 �9:19 C9���23

REPORT�1 TSO volume report (in cylinders) 98/�5/17 11:41 C9���23

REPORT�2 DSNs on storage and work volumes 98/�5/17 1�:57 C9���23

REPORT�3 Data sets less than 2�% used 98/�5/17 11:15 C9���23

REPORT�4 PO data sets over 9�% used 98/�5/17 11:19 C9���23

REPORT�5 Data sets over 12 extents 98/�5/17 11:22 C9���23

REPORT�6 Data sets blocked less than 2K 98/�5/17 11:27 C9���23

����������������������������� BOTTOM OF DATA ����������������������������

� �

The Saved Commands Table lists all $RSVP commands that exist in ISPF mode.
When a user adds a new command, CA-RSVP automatically adds the command name
to the table. After an existing command is modified, CA-RSVP automatically
substitutes the new version of the command for the original in the table.
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 1.21.2.5 SMS Reporting

CA-RSVP reads the SMS database to report on the specific values for the storage,
data, management classes and the storage group. CA-RSVP reports display the values
defined for each SMS data element. The full report generation and extract capabilities
may be used to format the data.

An example of SMS reporting is shown here. This command lists all SMS data classes
with some of their attributes.

$RSVP DATCLASS(�) PRINT(NEW (DATCLASS DATRCORG -

DATLRECL DATSPPRI DATSPSEC DATALLOC -

DATDIBLK DATRECFM DATSHROP)) SMSNMLEN(1�)

$RS�A�3 CA-RSVP VERSION 1.� $RSVP DATCLASS(�) PAGE 1

DATCLASS DATR DATLRE DATSPPRI DATSPSEC DATALLOC DATDIB DAT DATSH

ASMSRC SEQ 8� 5��� 5��� 8� 35 FB (�,�)

DATAF SEQ 8� 5��� 5��� 8� � FB (�,�)

DATAV SEQ 255 5��� 5��� 255 � VB (�,�)

DIRECT RRDS � 1�� 1�� 4�96 � (�,�)

ENTRY ESDS � 1�� 1�� 4�96 � (�,�)

KEYED KSDS � 1�� 1�� 4�96 � (�,�)

LINEAR LDS � 1�� 1�� 4�96 � (�,�)

LISTING SEQ 137 2���� 2���� 137 � VB (�,�)

LOADLIB SEQ � 5� 5� 23476 62 U (�,�)

SRCFLIB SEQ 8� 5��� 5��� 8� 62 FB (�,�)

SRCVLIB SEQ 255 5��� 5��� 255 62 VB (�,�)

TEMPFB8� SEQ 8� � � � � FB (�,�)

 Field Description

DATCLASS Name of the SMS data class.

DATR (DATRCORG) Data set organization: SEQ, KSDS, ESDS, RRDS,
LDS.

DATLRE (DATLRECL) Logical record length.

DATSPPRI Primary allocation of space units.

DATSPSEC Secondary allocation of space units.

DATALLOC Average number of bytes required per record.

DATDIB DATDIBLK) Number of directory blocks.

DAT (DATRECFM) Record format based on JCL specification: U, V,
VS, VB, VBS, F, FS, FB, FBS. VSAM data classes have a blank
in this field.

DATSH (DATSHROP) Share options for VSAM data sets.
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 1.21.2.6 IPC Reporting

CA-RSVP is the primary reporting tool for the IPC. All data elements contained in the
IPC can be used for record selection and reporting. CA-RSVP can search more than
one input source in one pass. If desired, the parameter CATID(catid) could be
specified to define the IPC to be referenced.

This example illustrates searching multiple input sources. The command searches the
IPC, the system catalog, and the VTOC for Volume DAS006 to find all data sets
beginning with BUEJO01. The report shows information from the IPC (record type
and date the data set was unloaded), VTOC (data set name, organization, and volume
serial number), and system catalog (catalog status of the data set).

$RSVP ASM2CAT OSCATALOG VOLUME(DAS��6) LIKE(BUEJO�1.-) LIST(CATLST1) -

 SORT(DSNAME,IPCDATE)

$RSOA�3 CA-RSVP VERSION 1.� RSVP ASM2CAT OSCATALOG VOLUME(DAS��6IKE(BUE

IPCUTYPE DSNAME DSORG IPCDA CAT VOLUME

 BUEJO�1.ASMAST.ASM PO C DAS��6

 BACKUP BUEJO�1.ASMAST.ASM PO 9�1�6 C DAS��6

 BUEJO�1.A9��.ACTY PS N DAS��6

 ARCHIVE BUEJO�1.REGION8.TRANS PS 9��25 C DAS��6

 ARCHIVE BUEJO�1.REGION9.TRANS PS 9��25 C DAS��6

 BUEJO�1.WRTMAN.FINAL PO C DAS��6

 Field Description

IPCUTYP IPC record type.

DSNAME Data set name.

DSORG Data set organization.

IPCDA Date the data set was unloaded.

CAT Catalog status. CAT=N means not cataloged.

VOLUME Volume serial number.
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 1.21.3 VSAM Reporting

CA-ASM2 provides two facilities for VSAM reporting: CA-RSVP and the catalog list
utility program $VLIST.

1.21.3.1 CA-RSVP VSAM Reporting

CA-RSVP provides extensive reporting on VSAM data sets and volumes. All the
information in VSAM catalogs that would normally be represented in an IDCAMS
LISTCAT is available under CA-RSVP. As with any CA-RSVP report, the user may
select any available field and report on just the fields of interest. For example, a user
could select all data sets with more than 20 CA splits and report on them sorted by the
number of CA splits.

This example lists VSAM activity statistics. The command lists statistics for VSAM
data sets on volumes MVXE74 and SMS602.

$RSVP VOLUME(MVXE74 SMS6�2) DATASPACE IF(DSORG EQ VS) -

PRINT(NEW (DSORG VOL CISPLITS CASPLITS CIPCA -

INSRECS DELRECS UPDRECS NUMREC DSN))

$RSOA�3 $RSVP VERSION 1.� RSVP VOLUME(MVXE74 SMS6�2) DATASPACE I DSORG EQ VS) PR

VOL CISPLITS CASPLITS CIPCA PAGE 1

 DSORG VOLUME CISPLITS CASPLITS CIPCA INSRECS DELRECS UPDRECS NUMRECS DSNAME

VS MVXE74 5 � 1� 4�7 433 1 45 ASM2.V4��.TABLE

VS MVXE74 5 2 1� 4�7 433 1 45 ASM2.V4��.TABLE.DATA

VS MVXE74 � � 46 � � 5 1 ASM2.V4��.TABLE.INDEX

VS SMS6�2 � � 54 24 � 141 111 SMSDS.ASMAST.TABLE

VS SMS6�2 � � 54 24 � 141 111 SMSDS.ASMAST.TABLE.D

VS SMS6�2 � � 31 � � 11 1 SMSDS.ASMAST.TABLE.I

VS SMS6�2 � � 7 � � � 12 SMSDS.IXRC.T

VS SMS6�2 � � 7 � � � 12 SMSDS.IXRC.T.D

VS SMS6�2 � � 46 � � � 1 SMSDS.IXRC.T.I

VS MVXE74 3 1 2� 4 2 1 114 VN9���.ASMAST.TABLE

VS MVXE74 3 1 2� 4 2 1 114 VN9���.ASMAST.TABLE.DATA

VS MVXE74 � � 46 � � � 1 VN9���.ASMAST.TABLE.INDEX

VS MVXE74 � � 14� � � � 2923 VN9���.CSGADC2.SDDS

VS MVXE74 � � 14� � � � 2923 VN9���.CSGADC2.SDDS.DATA

VS MVXE74 � � 18 � � � 1� VN9���.CSGADC2.SDDS.INDEX

16 4 649 87� 87� 3�2 6424 TOTAL

 Field Description

DSORG Data set organization. VS is VSAM.

VOLUME Volume serial number.

CISPLITS Number of control intervals splits for the data set.

CASPLITS Number of control intervals area splits for the data set.

CIPCA Number of control intervals in a control area for the data set.

INSRECS Number of records inserted in the data set.

DELRECS Number of deleted records in the data set.
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UPDRECS Number of updated records in the data set.

NUMRECS Number of user-supplied records in the data set.

DSNAME Data set name.

1.21.3.2 $VLIST VSAM Reporting

The catalog list utility program $VLIST uses VSAM catalogs as input and produces
either a summary report, as shown in this example, or a more detailed report on all
volumes owned by the VSAM catalogs.

$VLIST Summary Report

Conveniently formatted, the $VLIST summary report, as shown in this example, lists
all catalog entries and any associated records.

COMPUTER ASSOCIATES VSAM CATALOG SUMMARY DATE �5/�5/98 TIME 13:49 PAGE 1

CATALOG INFORMATION: NAME= ICF.VSJ���1 TYPE= ICF USER DEVTYPE= 339� VOLSER= SJ���1

V S A M E N T R Y N A M E ENTRY TYPE OWNER ID CRE DATE EXP DATE DEVTYPE VOLSER STAT

ICF.VSJ���1 CLUSTER / BCS �8/25/98

 $CAI46.VS.DATA DATA �8/29/98 339� SJ���2 PRIME

 $CAI46.VS.INDEX INDEX �8/29/98 339� SJ���2 PRIME

 ASM2.$CI.LOAD NON VSAM �8/29/98 339� SJ���2 NVASM

 BILLY.AGS3�2.LIST NON VSAM �4/29/98 339� WORK82 NVASM

 BILLY.ASM2.LIST NON VSAM 12/16/98 339� WORK82 NVASM

 BILLY.ISPRINT NON VSAM 1�/15/98 339� WORK83 NVASM

 BILLY.ISPUNCH NON VSAM 1�/15/98 339� WORK82 NVASM

 BILLY.ISTEMP NON VSAM 1�/15/98 339� WORK81 NVASM

 BILLY.LOG.MISC NON VSAM �9/28/98 339� WORK82 NVASM

 BILLY.NAGPRINT NON VSAM 1�/15/98 339� WORK82 NVASM

 BILLY.SPFLOG1.LIST NON VSAM �2/�4/99 339� WORK83 NVASM

 BILLY.SPFLOG3.LIST NON VSAM �9/28/98 339� WORK82 NVASM

 BILLY.SPFTEMP�.CNTL NON VSAM 12/�7/97 339� WORK81 NVASM

 BILLY.SPFTEMP1.CNTL NON VSAM �1/15/99 339� WORK83 NVASM

 BILLY.SPFTEMP1.LIST NON VSAM �1/15/99 339� WORK81 NVASM

 BILLY.SPF�.LIST NON VSAM 1�/13/99 339� WORK81 NVASM

 BILLY.SPF1.LIST NON VSAM 1�/13/99 339� WORK82 NVASM

 BILLY.SPF3.LIST NON VSAM 12/11/99 339� WORK82 NVASM

 BILLY.SPF4.LIST NON VSAM 12/11/99 339� WORK81 NVASM

 BILLY.SYSIN NON VSAM 1�/15/99 339� WORK81 NVASM

 BLMNO�2.ARCH3�2.DATA NON VSAM �4/12/96 339� DALL�1 NVASM

In this report a single line is devoted to each entry and contains general information,
such as:

■ Data set name
 ■ Entry type
 ■ Owner ID
■ Creation date and expiration date
■ Device type and volser
■ Volume status and recovery volume
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Entries are sorted alphabetically, with any associated entries (alias entries for user
catalogs or CVOL catalogs) listed underneath the appropriate entry.

$VLIST Detail Report

The $VLIST detail report consists of two separate sections for each volume owned by
the VSAM catalog. The first report lists all entries occupying space on the volume,
and lists the same general information as the summary report.

The second listing, as shown in the following example, provides details, by VSAM
entry, such as:

■ Organizational type (data and index)
■ Creation and last-modified dates

 ■ Expiration date
■ Control interval size
■ Average and maximum record size
■ Tracks allocated and tracks used

 ■ Percentage used
■ Extents and secondary allocation amounts
■ Type of allocation

COMPUTER ASSOCIATES VSAM VOLUME CONTENTS FOR MVSPP� DATE MM/DD/YY TIME 13:54 PAGE 1

DEVICE DESCRIPTION: TYPE= 339� USE=PRIVATE CYL/VOL= 886 TRK/CYL= 15 BYTE/TRK= 47968

VSAM INFORMATION: CATALOG= ICF.VSJ���1

AVAILABLE SPACE: OS: � EXTENTS, TOTAL OF � TRACKS, INCLUDING FULL CYLINDERS. LARGEST FREE EXTENT= � TRACKS

VOLUME TIMESTAMPS: F4DSCBDUMP= ���������������� F4DSCBVSAM= ���������������� CAT-VL-REC= � � � NA � � �

 DATE ��/��/�� TIME ��:�� DATE ��/��/�� TIME ��:�� DATE TIME

V S A M E N T R Y N A M E TYPE CRE DATE UPD DATE EXP DATE ORG CISZ AVG R MAX R TRKAL TRKUS PCT EXT SECAL T F

SYS1.VVDS.VMVSPP� CL �3/21/98 NIXD

SYS1.VVDS.VMVSPP� DATA �3/21/98 NIXD 4�96 � 4�89 3 3 1�� 1 2 T �
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A track allocation map is also generated for each volume, as shown in this example.

COMPUTER ASSOCIATES VSAM TRACK ALLOCATION MAP FOR MVSPP� DATE MM/DD/YY TIME 13:54 PAGE 2

F I R S T T K L A S T T R K TRKAL TRKAV EXT E N T R Y N A M E O R U S A G E EXCEPTIONS IF ANY

� ����.���� � ����.���� 1 � � � VOL LABEL � � �

 1 ����.���1 6� ���4.���� 6� � SYS2.TSS.LOAD.XA

 61 ���4.���1 7� ���4.���A 1� � SYS2.SDSF21.LINKLIB

 71 ���4.���B 8� ���5.���5 1� � SYS2.SDSF22.LINKLIB

 81 ���5.���6 87 ���5.���C 7 � ISR.ISPFLMF.CFIL

 88 ���5.���D 89 ���5.���E 2 � ISR.ISPFLMF.ISPLOG

 9� ���6.���� 239 ���F.���E 15� � SYS2.TSS.LOAD.SP

 24� ��1�.���� 254 ��1�.���E 15 � MATBI�1.CONVERT.ENTRIES

 255 ��11.���� 262 ��11.���7 8 5 SYS2.ACF2XA.ACFMAC

 263 ��11.���8 27� ��12.���� 8 6 SYS2.ACF2XA.ACFMAC

 271 ��12.���1 278 ��12.���8 8 7 SYS2.ACF2XA.ACFMAC

 279 ��12.���9 28� ��12.���A 2 1 SYS288�1.ACF2XA.ACFMOD

 281 ��12.���B 282 ��12.���C 2 1 SYS2.EZPROC.R2�D.CNTL

 283 ��12.���D 284 ��12.���E 2 2 SYS2.EZPROC.R2�D.CNTL

 285 ��13.���� 299 ��13.���E 15 1 SYS2.ACF2XA.LINKLIB

 3�� ��14.���� 3�2 ��14.���2 3 � SYS2.ACF2SP.ACFOBJ

 3�3 ��14.���3 31� ��14.���A 8 � SYS2.ACF2SP.ACFMOD

 311 ��14.���B 312 ��14.���C 2 4 ACF2.ACFJOBS

 313 ��14.���D 314 ��14.���E 2 5 ACF2.ACFJOBS

 315 ��15.���� 329 ��15.���E 15 � SYS2.ACF2SP.LINKLIB
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 1.21.4 Queue Management

A CA-ASM2 queue management command provides the storage administrator with
tremendous flexibility in managing the CA-ASM2 command queue which contains
reload-from-archive queues, and backup and reload-from-backup queues. This
command lets the storage administrator readily access the queues and list or delete
command entries placed in them. When listing queued entries, the storage
administrator can control the selection, order, and sort criteria of the output format by
choosing from an array of command keywords. An alternative to submitting an online
queue manager command is to use the ISPF Queue Manager panel (see 1-61).

The following example shows an online queue management command issued by user
ID USER1. The command is shown in lowercase.

Sample Online Queue Management Command

� �

$qm action(delete) command($bk) print(dsname,volume,type)

$QM�1��I $QM ACTION (DELETE)

 $QM�1��I COMMAND ($BK)

 $QM�1��I DSNAME (USER1.-)

 $QM�1��I PRINT (DSNAME,

 $QM�1��I VOLUME,

 $QM�1��I TYPE)

 $QM�1��I SORT (DSNAME,

 $QM�1��I VOLUME)

 DSNAME VOLUME TYPE

 USER1.DATA.SET VOL��1 P

 USER1.FILE3 VOL��1 T

 USER1.FILE4 VOL��1 T

 USER1.NEW.DATA VOL��2 T

$QM�4��I QUEUE STATISTICS&COLON. #DELETED = 4 #USED = � #FREE = 24

$QM�2��I RETURN CODE = �

� �

This example deletes data sets in the backup command queue and requests a printed
report with the command fields selected and ordered as DSNAME, VOLUME, and
TYPE. In the Type field, the P represents a Permanent data set and the T represents a
Temporary data set.
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1.21.4.1 ISPF Queue Manager Panel

The Queue Manager panel (option 5 on the CA-ASM2 Primary Selection Menu) lets
the storage administrator manage the CA-ASM2 command queue.

ISPF Queue Manager Panel

� �

 --------------------------- CA-ASM2 QUEUE MANAGER ----------------------------

 OPTION ===>

L - List queue entries D - Delete queue entries

 ASM2 command ===> Command source ===> RSVP

 Queue name ===>

Data set name ===>

 Comment ===>

 Print fields ===>

 Sort fields ===>

 Additional Parameters for unload commands: (valid for $AR and $BK commands)

 QUALIFY ===> UNIT ===> VOLUME ===>

 RETPD ===> TYPE ===> MSS ===>

 VSAM ===> VSAMASSOC ===>

 Additional Parameters for reload commands: (valid for $RA and $RB commands)

 USERID ===>

 NEWNAME ===>

 NEWVOL ===> ORIGVOL ===> SUBSYSTEM ===>

 ASM2VOL ===> FILE(S) ===>

 DATE ===> TIME ===>

� �

Various parameters let the storage administrator perform control functions for
managing the queue. For example, for archive and backup queued entries the storage
administrator can select entries by retention period, data set type (permanent or
temporary), or specified volume. For reload-from-archives or reload-from-backup
queued entries, selection can be based on date or time the command was queued, the
user ID that references the issuer of the original command, or the tape file sequence
numbers or tape volume serial numbers.
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 1.22 Configuration

Physical configuration of storage can limit optimal utilization of space and affect
performance in the information center. Logical configuration of storage volumes, both
disk and tape, provides more efficient management of both the storage resource and
the data stored on these resources, and increases response time for end-users.

Volume pooling is the practice of grouping information with similar characteristics in a
predefined area on a storage device. Isolating information based on processing
characteristics ensures smoother operation of the information center. Test and
production resources can be segregated, data sets with similar retention periods can be
stored on the same device, and backups can be executed from fewer devices based on
frequency need. Group Name Modification (a component of Allocation Manager)
establishes the desired volume grouping configuration without IPLs.

1.22.1 Group Name Modification

In a standard MVS environment, group names (esoteric device groups) are available as
UNIT parameters that specify groups of devices. Several group names are typically
specified during the operating system generation process for use in referring to DASD
devices (SYSDA, DISK, TEMP, and so on). These group names are DASD pools that
have a specific purpose as defined by the information center.

The requirements of these DASD pools may change as the processing mix changes or
as additional DASD storage becomes necessary for the pool. Group Name
Modification allows the storage administrator to expand or contract the pools to fit
information center requirements without an IPL or I/O GEN. The storage administrator
may totally redefine the DASD group by specifying a list of volume serial numbers
that are to make up the DASD group. Without Group Name Modification, an I/O
GEN and IPL would be necessary.

Group Name Modification allows group names to be associated with volume serial
numbers rather than unit addresses. It operates as follows:

1. Group names are defined to cover operating requirements.

2. An I/O GEN specifies these group names to the operating system.

3. The storage administrator sets up a table that defines which volume serial numbers
are to be associated with each group name.

4. The Group Name Modification program is run as necessary (at IPL time and when
changing the volume configuration) to modify the proper operating system control
blocks to maintain the desired group name to volume serial number
correspondence.

CA-ASM2 volume pooling may be used in an SMS environment to control volumes
that are not under SMS control.
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Group Name Modification Example:  

This example illustrates the use of volume pooling. In this example, storage volumes
are assigned by function to one of four DASD pools: SYSTEMS, PRODUCTION,
WORK, or TEST. Within the DASD pools, volumes are classified as PERMANENT,
TEMPORARY, or TRANSIENT.

Group Name Modification Volume Configuration
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1.23 CA-ASM2 Catalog Maintenance (IPC)

The CA-ASM2 catalog, the Integrated Product Catalog (IPC), contains detailed
information used by many CA-ASM2 functions, notably archive and backup
processing. Each data set archived or backed up by CA-ASM2 results in a single
record being written to the IPC. Each time $DEFRAG performs a full-volume backup,
it records a $DEFRAG Volume record in the IPC. The full-volume backup records are
used by the Incremental Recovery process. IPC records contain information about data
sets or volumes that have been either backed up or archived, the unload tape volumes,
the originating (home) volumes, comments, and reload information.

The IPC integrity scheme is based on saving copies of the IPC at various points in
time and on recording all update activity in a separate journal data set. After
CA-ASM2 backs up the IPC, it writes a record of the backup to the journal.
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1.24 CA-ASM2 Catalog Management Commands

CA-ASM2 catalog management commands allow convenient inquiry into the IPC and
furnish several options with which to review and update archive and backup entries.
Inquiry commands can be issued interactively either as straightforward online
commands or from the ISPF CA-ASM2 Catalog Inquiry and Update panel (see 1-68).

 1.24.1 Inquiry Commands

CA-ASM2 catalog inquiry commands can search the IPC by data set name or index
level, and return a complete or partial list of archived and backed up data sets. Data
set selection can be further simplified by entering a pattern mask for a data set name.

Powerful catalog inquiry commands allow the storage administrator to list:

■ Active data sets, whose retention periods have not expired, or inactive data sets,
whose retention periods have expired.

■ Data sets archived or backed up within a specific number of days.

■ Data sets archived or backed up to a particular volume.

■ Only those data sets residing on permanent archive.

■ Comments associated with archived or backed up data sets.

■ The volser of the DASD volume that the data set resided on prior to archive or
backup, the archive or backup volser, and the file sequence number.

This example shows an online catalog inquiry request for all archived (by default) data
sets with names beginning with the data set name prefix user02.ac.
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Sample Online Catalog Inquiry Request

� �

 $ci dsname('user�2.ac')

LIST OF UNLOADED DATA SETS WHICH MEET FOLLOWING CRITERIA:

DATA SET NAME BEGINS: USER�2.AC

DATA SET HAS NOT BEEN RESTORED TO DISK

DATA SET HAS BEEN UNLOADED WITHIN PAST 9999 DAYS

LIST RESTRICTED TO DATA SETS WHOSE

RETENTION PERIOD HAS NOT EXPIRED

LIST DOES NOT INCLUDE RESTORED DATA SETS

 TRKS LASTUSE UNLOADED UTIME REASON EXPR �DATA SET/LEVEL�

 1 11-2�-97 1-�9-98 16:23 INACTV 291 USER�2.ACW.DATA

1 1�-31-97 11-�7-97 �9:34 USER 228 USER�2.ACW.S617

2 9-21-97 9-28-97 15:32 USER 188 USER�2.ACW.TEST

 1 11-2�-97 1-�9-98 16:23 INACTV 291 USER�2.ACW.S617

 1 5-18-98 6-27-98 19:15 INACTV �95 USER�2.ACX.DATA

 1 5-17-98 6-24-98 14:18 INACTV �92 USER�2.ACX.S617

 1 3-18-98 4-25-98 11:�9 INACTV 462 USER�2.ACX.UNP

8 TRACKS CONTAINED IN ASM2

END OF '$CI' COMMAND

� �

In this example, CA-ASM2 lists the data sets and, for each one, shows the number of
tracks occupied, the date the data set was last used, the date and time the archive run
began, the reason for archiving as inactive or user (explicit archive request), and the
number of days (expiration date) until the entry is deleted from the IPC.
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 1.24.2 Update Commands

CA-ASM2 catalog update commands let the storage administrator update predefined
fields in the IPC and delete catalog entries. The storage administrator can select data
sets by data set name, and further limit selection by date, time, or version.

Other catalog update options allow the storage administrator to:

■ Revise the expiration dates of archived and backed up data sets.

■ Revise comments associated with the archived and backed up data sets.

■ Keep a specific version of a data set entry, while deleting all other versions.

The following example shows the results of an online catalog update request to delete
two files, the most recent version of the first file, and an earlier version of the second.

Sample Online Catalog Update Command

� �

$cu dsname(file1 file2(-1)) delete

ANY DATA SETS LISTED BELOW HAVE BEEN UPDATED:

 TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATA SET/LEVEL�

 3 3/22/99 6/17/99 15:53 INACTV ���� USER1.FILE1

 1 4/13/99 6/17/99 16:23 INACTV ���� USER1.FILE2(-1)

4 TRACKS CONTAINED IN ASM2

END OF '$CU' COMMAND

� �

The catalog update request is shown in lowercase. The report lists the two files that
have been deleted and provides information on the number of trunks, the date the data
set was last used, unload date and time, the reason for the unload, and the retention
period, if any.
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1.24.3 ISPF CA-ASM2 Catalog Inquiry or Update Panel

The CA-ASM2 Catalog Inquiry or Update panel (option 4 on the CA-ASM2 Primary
Selection Menu) combines several powerful archive and backup IPC commands.

ISPF CA-ASM2 Catalog Inquiry or Update Panel

� �

----------------- CA-ASM2 CATALOG INQUIRY OR UPDATE ------------------

  OPTION ===>

I INQUIRE - Inquire about the CA-ASM2 catalog. (default)

U UPDATE - Update a record in the CA-ASM2 catalog.

D DELETE - Delete a record from the CA-ASM2 catalog.

Data set name ===>

Data set type ===> (Blank-data set name,I-Index level,P-Pattern mask)

 Back version ===> (go back NN data set versions, � = most recent)

 Catalog type ===> (ARCH - archive catalog, BKUP - back up catalog)

  Inquiry Parameters:

List ACTIVE data sets ===> List only last NNNN days ===>

List INACTIVE data sets ===> List specific tape volume ===>

 Permanent archives ===> Display comments ===>

List dsa/tape VOLSERS ===> Show standard heading ===>

  Update Parameters:

New expiration date ===> Undelete an entry ===>

 New comment ===>

  Delete Parameters:

Keep first NN data sets ===>

� �

The storage administrator can select cataloged data sets by data set name, index level,
or by the pattern-masking technique. Since the IPC accommodates several versions of
a particular data set, catalog inquiries can be a limited version number.

Update catalog parameters let the storage administrator modify the expiration dates of
archive and backup entries, add new comments, and even restore a previously deleted
catalog entry.
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 1.25 IPC Maintenance

The IPC maintenance utility, $MAINT, performs many CA-ASM2 maintenance
functions necessary for managing archived or backed up data. $MAINT removes
records from the IPC based on retention period processing or organization-defined
rules. It automatically preserves an expired archive or backup version that represents
the last valid copy of a data set, unless explicitly directed to delete it. $MAINT reads
the Automatic Class Selection (ACS) for the management class parameters to establish
the maximum number of archive or backup copies of an SMS data set to keep.

$MAINT also handles explicit tape processing requests, automatically recycles backup
tapes when all data sets on the tape have expired, and serves as a centralized tape
reporting program for all the tapes CA-ASM2 is managing. In addition, $MAINT
generates Forward Merge commands for underutilized tapes based on thresholds
defined by the information center.
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1.26 ISPF Catalog Maintenance Facility

A set of ISPF catalog maintenance panels let the CA-ASM2 administrator, or systems
personnel authorized to maintain CA-ASM2, perform maintenance functions in the
IPC. An authorized user can easily view and update any modifiable field in the IPC by
simply keying over the displayed value of the field. To illustrate the ISPF interface, a
sample update of a reload cell is shown.

The IPC record selection panel (CA-ASM2 Catalog Update Utility) is displayed when
an authorized user enters option 8 on the CA-ASM2 Primary Selection Menu.

Sample ISPF Catalog Update Utility Panel

� �

---------------- CA-ASM2 CATALOG UPDATE UTILITY --------------------

  OPTION ===>

1 - Unload record display or update

2 - Defrag Volume record display or update

FOR UNLOAD RECORDS:

Data set name ===> 'SYS3.PRODUCT.DATA'

FOR $DEFRAG VOLUME RECORDS:

 Disk volser ===>

TO SPECIFY AN ALTERNATE IPC:

IPC catalog identifier ===> (Optional)

� �

In this example, the Unload records for data set SYS3.PRODUCT.DATA are
requested. All versions of archives and backup for this data set are displayed as a
result.
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Sample ISPF Catalog Unload Version Table

� �

-------------- CA-ASM2 CATALOG UNLOAD VERSION TABLE ----------------------

COMMAND INPUT ===> SCROLL==>

S - Select Unload Record

D - Delete Unload Record

LD - Logically Delete Unload Record

 DSNAME = SYS3.PRODUCT.DATA

 UNLD UNLOAD UNLOAD SYSTEM CAT PRIMARY A/B STATUS

 TYPE DATE TIME IDENT STAT VOLUME TYPE

---- ------ ----- ------ ---- ------- ---- -------------

 A �5/�1/98 �4:�1:33 MVXA C SJ���2 ARCH

 S B �4/29/98 �3:�2:13 MVXA C SJ���2 BKUP

 B �4/28/98 �5:12:52 MVXA C SJ���2 BKUP <LOGICAL DELETE

 B �4/27/98 12:�1:23 MVXA C SJ���2 BKUP

 B �4/16/98 1�:�1:49 MVXA N M8�129 DFRG

� �

In this example, four backup versions of the data set were created before the data set
was archived on 05/01/98. The display presents archived versions first, followed by the
backup versions, in reverse data time sequence.

The unload type identifies if this is an archive or backup. The A/B field further
identifies if the data set is a normal archive (ARCH), permanent archive (PERM),
backup (BKUP), or $DEFRAG backup (DFRG). The system identifier is the MVS
system ID of the system on which the data set unload job ran. The catalog status field
identifies the operating system catalog status for the data set at unload time. It may be
cataloged non-VSAM (C), cataloged VSAM (V), or not cataloged non-VSAM (N).
The status field identifies if the record is in logically deleted status as a result of a user
request to delete the archive or backup.

Options that can be used in the action field to the left of the unload type are as
follows:

S Select for update.

D Delete this archive or backup version of the data set from the IPC immediately.

LD Mark this version as logically deleted, but retain the record in the IPC.
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By selecting the version of the unload record for viewing or updating, the Catalog
Unload Cells Table panel displays.

Sample ISPF Catalog Unload Cells Table

� �

-------------- CA-ASM2 CATALOG UNLOAD CELLS TABLE --------------------------

COMMAND INPUT ===> SCROLL ===>

DSNAME = SYS3.PRODUCT.DATA

S - Select Cell

D - Delete Cell

 CELL CELL

 TYPE DESCRIPTION

 ---- -------------------------------------------------------

UPC Unload Process Cell

S UDC Unload Destination Cell

UVC Unload Volume Cell

RLD Reload Destination Cell

� �

This panel shows all cells present in the requested version of the record. The user has
the option of updating or deleting cells in the list by placing an S or D in the field to
the left of the cell type. In this example, the S indicates the cell is to be updated. The
ISPF sample cell update panel appears, as shown on the next page.
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The Catalog Rldcell Table shows the display or update information for the Reload cell.
This panel records information about the most current reload of a data set.

Sample ISPF Catalog Rldcell Table

� �

------------------- CA-ASM2 CATALOG RLDCELL TABLE ---------------------

COMMAND INPUT ===>

Enter any Reload updates:

LOCATE return code ===> 8

  Alloc return code ===> �

Reload return code ===> �

  Recat return code ===> �

  Reload flag ===> 4� (in hexadecimal)

Reload copy number ===> 1

  Reload date ===> �6/19/1997

  Reload time ===> 14:15:49.3

Reload requestor id ===> DBA#JRT

Reload new DSNAME ===> DBA#JRT.PRODUCT.DATA

Reload volume count ===> 1

  Reload VOLSER ===> M8���5

  Reload UCBTYPE ===> 3�1�2��E

� �

To modify a data field, the user overtypes the field with the desired contents. When
finished updating or viewing, the user ends by pressing PF3 (END). If changes have
been made, a change confirmation panel displays. The user can then cancel the
changes or proceed with the update.
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 1.27 Interfaces

CA-ASM2 provides comprehensive tape management and interfaces with other systems
for effective tape storage control and management. Other interfaces provide security
management, performance monitoring and tuning, and validation management.
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1.28 CA-1 and CA-Dynam/TLMS

CA-ASM2 tapes can be managed exclusively by the following:

■ A preallocated CA-ASM2 tape pool
■ A commercially available tape management system such as CA-1 and

CA-Dynam/TLMS
■ A combination of both

CA-ASM2 is flexible and leaves this decision entirely up to the information center.

1.28.1 CA-ASM2 Tape Pool

CA-ASM2 tapes can be selected from a tape pool or a scratch pool. A CA-ASM2 tape
pool is a preallocated data set containing tape volsers defined by the information
center. A tape pool ensures that CA-ASM2 tapes are isolated from other library tapes.
In the absence of a commercial tape management system, a tape pool protects
CA-ASM2 tapes from use by other jobs.

CA-ASM2 automatically controls the selection and recycling of tapes from the tape
pool. CA-ASM2 allocates new tapes from the pool, returns scratched tapes to it, and
notifies the information center when the tape pool has exhausted its supply. To refresh
the pool, one merely adds more tape volsers.

Automatic tape recycling improves productivity in the information center by reducing
operator costs. CA-ASM2 backup and archive tapes are automatically recycled when
all data sets on a given tape expire.

The information center can let CA-ASM2 control the recycling of archive tapes.
However, since it may wish to review the contents of an archive tape prior to
recycling the tape, the information center may decide against automatic recycling. If
so, CA-ASM2 issues a message indicating that all data sets on the archive tape have
expired. The information center can then take action to purge the tape, making it
available for reuse.

 1.28.2 Processing

CA-ASM2 attempts to place data sets with similar expiration dates to the same tape,
thus eliminating costly tape consolidation runs. During retrieval operations, CA-ASM2
searches for selected data sets rapidly, and does not waste resources by reading other
data sets on the tape. To minimize tape mounts, CA-ASM2 quickly scans reload
requests and groups them by tape volser, then reloads all requested data sets on a
volume before moving to the next volume.
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1.28.3 Tape Format Advantages

Tape usage is optimized by CA-ASM2, resulting in tremendous savings in tape
expenses. CA-ASM2 achieves this by using efficient blocking factors and by filling
tape volumes to capacity.

Every data set is stored on tape as a separate standard-label file. A CA-ASM2 tape
typically contains from several dozen to hundreds of unique files. Since CA-ASM2
writes standard tape labels on tape without going through OPEN processing, each data
set is processed more quickly and any data set can be reloaded from tape
independently of CA-ASM2.

 1.28.4 Tape Duplexing

CA-ASM2 protects against tape breakage or loss by duplexing. A new or modified
master archive tape can be duplexed if requested by the information center.

An integrity feature forces the master tape to be mounted on a different drive for the
duplex operation than the drive on which the master was first created. This feature,
combined with the CA-ASM2 deferred scratch facility, ensures data integrity by not
scratching archived data until the master is copied successfully.

 1.28.5 Forward Merge

CA-ASM2 automatically segregates data sets to separate tape volumes by processing
type: backup, permanent archival, and temporary archival. This procedure ensures that
all data sets on a given tape expire at approximately the same time, which eliminates
the need for forward merge processing in most information centers.

However, the information center may want to consolidate given tape volumes before
the data sets have expired. CA-ASM2 provides the storage administrator with an
efficient forward merge facility to consolidate tape volumes. During the consolidation
run, the Forward Merge facility analyzes each input data set's IPC record to determine
whether to keep or delete the data set on the output tape. All appropriate IPC updates
are automatically generated.

Tapes that are candidates for forward merge processing are identified by the
CA-ASM2 IPC maintenance program. This program analyzes the utilization of
CA-ASM2 tapes, prints a tape usage report, and generates Forward Merge commands
for underutilized tapes when tape utilization falls below an organization-defined
threshold.
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1.29 CA-ACF2, CA-Top Secret, and RACF

The aim of security in storage management is to insulate an organization's information
resources by limiting physical and logical access to data and by instituting multilayered
security controls for critical production data, or highly sensitive information.

Computer Associates has a historical commitment to data security. CA-ASM2 was
developed in concert with the industry standard in data security, CA-ACF2.

CA-ASM2 is designed to ensure compatibility with most security software. It provides
comprehensive interfaces to CA-ACF2, CA-Top Secret, and IBM's RACF.

CA-ASM2 can be configured easily to meet the information center's security standards.
Any security system built on the password protection facilities of the operating system
is also supported. The security interface allows for proper authority validation for user
access to data processed by CA-ASM2.
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 1.30 CA-FastDASD

CA-ASM2 interfaces with CA-FastDASD, a performance measurement, tuning, and
analysis tool for DASD. This low-overhead performance tool recommends
reorganization of data sets to improve both online performance and batch turnaround.
CA-ASM2 provides the vehicle with which performance recommendations are carried
out. This interface allows the information center to efficiently automate its storage
subsystem.
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 1.31 CA-JCLCheck

CA-ASM2 interfaces with CA-JCLCheck for validation management. CA-JCLCheck
identifies all JCL errors and runtime abend situations before submitting those job
streams for test or production runs. When the CA-ASM2 Intelligent Transparent
Restore (IXR) facility is active, CA-JCLCheck verifies JCL for reloadable data sets
versus invalid data set names.
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1.32 Commands and Procedures

CA-ASM2 facilities are invoked by a set of CA-ASM2 commands and procedures.
Your information center may invoke these commands from online facilities such as
TSO, or enter them in the SYSIN stream to a batch utility.

All commands can be either processed or executed by the CA-ASM2 command
processor ASM2CMDU. See CA-ASM2 Command Processor - ASM2CMDU on
page 1-83 for more information. CA-ASM2 determines how commands are handled by
ASM2CMDU from the defaults established in $OPTIONS. $OPTIONS is set up by
your systems programmer at CA-ASM2 installation time. You should request a copy
of the selected options to understand how ASM2CMDU responds in your information
center to the various commands.

A typical batch job stream containing CA-ASM2 commands follows:

//ASM2CMDS EXEC ASM2CMDU

 //SYSIN DD �

$SM INDEX (TS137) LIST

$US

$AI INDEX(TS64�) INACTIVE

$AR DSNAME('TS137.OLD.DATA')

$RA DSNAME('TS137.NEW.DATA')

/�

During the CA-ASM2 generation process, your information center generates
CA-ASM2 procedures, specifies a procedure library, and moves the procedures into the
library. The execute statement to invoke the appropriate procedure and, in some
instances, the SYSIN stream is all you must supply to run batch CA-ASM2 utilities.

CA-ASM2 command syntax is consistent across all commands (see 1.43, “Reading
Syntax Diagrams” on page 1-104 for details). You can continue commands and
operands across multiple statements. Either a space or a comma is valid as a delimiter
in all CA-ASM2 commands.

 1.32.1 Interactive Commands

CA-ASM2 interactive commands can execute in either time-sharing (TSO) or batch
mode. Information centers with IBM's Interactive System Productivity Facility (ISPF)
can use menus and tutorials to simplify issuing these commands. The CA-ASM2 ISPF
interface is described in the CA-ASM2 ISPF User Interface Guide. CA-ASM2 archive,
backup, and inquiry commands also can be issued from IBM's ISPF/PDF 3.4 panel
(DSLIST).
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CA-ASM2 interactive commands and their functions follow:

Command Purpose

Archive Commands

$AI - Archive Catalog Inquiry Searches the Integrated Product Catalog (IPC) to
provide a listing of archived data sets.

$AR - Archive Request Explicitly requests archival of specified data sets.
Places request into archive queue.

$DA - Delete from Archives Deletes archive entries in the IPC.

$RA - Reload from Archives Requests reloads of archived data sets from DSA
or tape to online DASD volumes.

$UA - Update Archive Catalog Allows the change of retention period and
comment associated with archived data sets.

Backup Commands

$BI - Backup Catalog Inquiry Searches the IPC to provide a listing of backed up
data sets.

$BK - Backup Request Explicitly requests backing up of specified data
sets. Places request into the backup queue.

$DB - Delete from Backup Deletes backup entries in the IPC.

$RB - Restore from Backup Requests restore of backed up data sets from DSA
or tape to online DASD volumes.

$UB - Update Backup Catalog Allows the change of retention period and
comment associated with backed up data sets.

Catalog Commands

$CI - Catalog Inquiry Searches the IPC to provide a listing of archived
or backed up data sets.

$CU - Catalog Update Allows the change of retention period and
comment associated with archived or backed up
data sets. Entries in the IPC marked as deleted by
$DA or $DB commands can be "undeleted."

Queue Service Command

$QM - Queue Manager Lists or deletes entries in the request queues.
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Command Purpose

Space Management Commands

$SM - Space Manager Displays data set space usage and manages release
of unused sequential and partitioned data set
space, compression of PDSs, and so on.

$US - Data Set Usage Provides a usage report for cataloged data sets
residing on DASD.

$RSVP Command

$RSVP Report Selection and Variable Processing provides
reports on entries in the VTOC of SMS or
non-SMS controlled volumes, IPC, OS catalogs,
VSAM catalogs - both the ICF and non-ICF
catalogs, fields in the CA-1 Tape Management
Catalog (TMC), CA-Dynam/TLMS Volume
Master File (VMF), and user-defined transaction
files. Provides exception reporting using selection
criteria.

Controlled Scratch Commands

$PROTECT Specifies criteria that identifies data sets to be
protected from being scratched.

$SCRATCH Specifies criteria that identifies data sets to be
scratched.

Threshold Archive Command

$TA Specifies that threshold archiving is to be done.
Parameters allow you to further define the
command.

All CA-ASM2 TSO commands allow allocation of SYSPRINT to a designated file.
The command output goes to the allocated file rather than to the terminal. Your
information center can allocate the file through JCL in batch or by the allocation
command in TSO. $RSVP, $PROTECT, and $SCRATCH commands are an exception
to this: output from CA-RSVP goes to the $RSOUT DD instead of SYSPRINT. If
$RSOUT is not provided, output goes to SYSPRINT.

 1.32.2 Batch Commands

All CA-ASM2 commands, including $RSVP, can be executed in batch by invoking the
ASM2CMDU procedure. CA-ASM2 commands are entered in the input stream using
the same command syntax as from a TSO terminal. The "-" character is used as the
continuation character in CA-ASM2 whereas TSO does not need continuation
characters.
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1.32.3 CA-ASM2 Command Processor - ASM2CMDU

The procedure ASM2CMDU processes or executes all CA-ASM2 commands. The
command format looks like the following:

// EXEC ASM2CMDU

 $AR DSNAME('TSO�3.RELMCRO')

With the exception of the reload commands ($RA, $RB, and $RX), ASM2CMDU
executes commands in the order in which they appear in the job stream. It places the
$RA commands in a file referenced by the $RAORD ddname; $RB commands in
$RBORD. $RX commands have archive or backup specified by the TYPE operand so
are placed in either $RAORD or $RBORD, as appropriate.

CA-ASM2 processes the reload commands in the order described here. $RX
commands are processed in tape volume and file sequence order.

1. $RAORD is processed. $RX commands are processed first, followed by $RA
commands.

2. $RBORD is then processed with $RX commands first, followed by $RB
commands.

Normally, you should use the fully qualified form of data set names since there is no
logged-on TSO user ID to append to the front of unqualified names. If unqualified
names are used, ASM2CMDU appends the job name minus its last character to data
set names. This convention is the inverse of the SUBMIT convention of adding a
unique character to the user ID to construct a job name. You can establish a current
default prefix at any point in the ASM2CMDU input stream using a &QUALIFY
parameter like the following:

// EXEC ASM2CMDU

 &QUALIFY=TS��5

�MAKE TS��5 CURRENT DEFAULT PREFIX FOR $AI & $DA COMMANDS

The return code from each CA-ASM2 command is printed in the ASM2CMDU output.
ASM2CMDU always receives a return code of 0 unless it detects a failure to restore a
data set in which case it passes the highest return code encountered. To force a return
code of zero from ASM2CMDU, enter &ZERORC in the input stream. Comments can
be included by changing the $ or & in column 1 to an asterisk (*).
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Examples:  Example 1

This example displays space usage information for user ID TS137, display archived
data sets belonging to TS005 whose retention period has expired or were reloaded,
request archival of three data sets, and delete TS005.COBUC.CNTL from archives.

// EXEC ASM2CMDU

&QUALIFY=TS��5

�MAKE TS��5 CURRENT DEFAULT PREFIX FOR $AI & $DA COMMANDS

$SM INDEX(TS137) L

$AI INACTIVE

$AR DSNAME('TS��2.HASP41.ASM','TS��2.TSOSRCE.ASM')

$AR DSNAME('TS��2.ICRMACS')

$DA DSNAME(COBUC.CNTL)

/�

Example 2

This example restores TS100.MACLIB and TS100.CSCBFIX.ASM.

//TS1��X JOB

// EXEC ASM2CMDU

$RA DSNAME(MACLIB CSCBFIX.ASM)

/�
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 1.32.4 CA-ASM2 Procedures

CA-ASM2 programs and facilities are executed with CA-ASM2 procedures. All but
two CA-ASM2 procedures begin with the four characters ASM2. The two exceptions
are IXRASUBS, the procedure for executing the Intelligent Transparent Restore (IXR)
facility and $RXQUMON, the procedure for executing the Queue Monitor facility. All
the CA-ASM2 procedures are listed here. See the applicable section in this guide for
additional information on a particular procedure.

Procedure Function

$RXQUMON Runs the monitor that retrieves queued reload requests

ASM2BKUP Integrated Product Catalog (IPC) Backup

ASM2CMDU CA-ASM2 Batch Command Processor

ASM2CPYT Independent CA-ASM2 Tape Copy ($COPYTP) Utility

ASM2CSCR Controlled Scratch

ASM2DEXA Disk-to-disk unload for archive

ASM2DEXB Disk-to-disk unload for backup

ASM2DEXP Disk-to-disk unload for explicit permanent archive

ASM2DFGR Full-Volume Restore

ASM2DSAM General DSA Manager commands (LISTDSA)

ASM2DSYA Disk-to-disk unload system-initiated archive

ASM2DSYB Disk-to-disk unload system-initiated backup

ASM2EXPA Explicit disk-to-tape Archive (nonpermanent)

ASM2EXPB Explicit disk-to-tape Backup

ASM2EXPP Explicit disk-to-tape Archive (permanent pass)

ASM2FMRG Forward Merge

ASM2INCR Incremental Recovery

ASM2INC1 Full-Volume Restore with Incremental Recovery. This is a
combination of ASM2DFGR, ASM2INCR and ASM2RETU.

ASM2INIT Data Set Initialization

ASM2LCU Library Compare Utility

ASM2LSTT $COPYTP only list

ASM2MEXA Copy DSA Unloads - archive

ASM2MEXB Copy DSA Unloads - backup

ASM2MEXP Copy DSA Unloads - explicit permanent archive

ASM2MNT Catalog Maintenance
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Procedure Function

ASM2MODS Mocule Assembly

ASM2MRGA Merge $DEFRAG Archive Runs

ASM2MRGB Merge $DEFRAG Backup Runs

ASM2MSYA Copy DSA Unloads - system-initiated archives

ASM2MSYB Copy DSA Unloads - system-initiated backups

ASM2PCUL Controlled Scratch- Protect File Copy Utility

ASM2PDMR Independent PDM ($PDMUR) Reload Procedure

ASM2PRUL Controlled Scratch - Protect File Reporting Utility

ASM2PUUL Controlled Scratch - Protect File Update Utility

ASM2RCVR Integrated Product Catalog (IPC) Recovery

ASM2RETU Reload Batch Command Procedure

ASM2RORG Integrated Product Catalog (IPC) Reorganization

ASM2SARD Stand-Alone Restore (SAR) IPL Utility - Disk

ASM2SART Stand-Alone Restore (SAR) IPL Utility - Tape

ASM2SMON Realtime Space Monitor

ASM2SREP Realtime Space Monitor - Report Facility

ASM2SRUL Controlled Scratch - Scratch File Report Utility

ASM2SSEL Controlled Scratch- Batch Command

ASM2SUUL Controlled Scratch - Scratch File Update Utility

ASM2SYSA Disk-to-tape system-Pass Archive

ASM2SYSB Disk-to-tape system-Pass Backup or Incremental Backup

ASM2THRA Threshold Archiver

ASM2VOLB Full-Volume Backup

ASM2VSCL VSAM Catalog Reporting

IXRASUBS Intelligent Transparent Restore (IXR)
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 1.32.5 Naming Conventions

For command parsing purposes, CA-ASM2 follows TSO data set naming conventions.
A data set name enclosed in quotes signifies that it is a fully qualified name. The
omission of quotes causes the current default prefix to be appended to the front of
each specified data set name.

The default prefix is usually the session user ID; however, you can set a prefix with
the PREFIX keyword of the PROFILE command. When a PREFIX is established, it
replaces the user ID as the default prefix. In batch, the job name minus its last
character is used as the default index prefix to unqualified data set names. You can
specify a default high-level index in batch using the &QUALIFY control command.

To enter multiple data set names, simply enter the names one after the other, separated
by commas or blanks. The quantity of names entered is limited only by the number of
characters that fit on the command line. If the command needs to be longer than one
line, you can continue the command by placing a space and a hyphen (-) at the end of
each line being continued.

Note:  In the examples in this guide, commands entered by the user are shown in
lowercase and computer responses are shown in uppercase.
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 1.33 Pattern Masking

The CA-ASM2 pattern masking facility allows data sets to be identified and selected
based on a dsname mask or pattern. A pattern consists of a series of character strings
that are one to eight characters long and are separated by periods. Each one of these
character strings is called a node. To establish patterns, you use the asterisk sign (*) or
the minus sign (-) or the not sign (¬) to replace characters in the string.

Note:  This type of pattern masking is not valid when setting up the Allocation
Manager Table (AMT). See Chapter 10, “Allocation Manager” for additional
information on setting up the AMT.

 1.33.1 Asterisk

An asterisk (*) placed as the last characters of a node indicates that any character, or
the absence of a character, may be substituted. Therefore, $CAI** matches the
characters $CAI followed by any two characters, any single character, or nothing. For
example:

 $CAI�1.ABC�.LOAD matches

 $CAI�1.ABC.LOAD

 $CAI�1.ABCD.LOAD

but does not match

 $CAI�1.ABCDE.LOAD

An asterisk (*) placed anywhere else in the node indicates that a matching character,
but not the absence of a character, may be substituted. For example:

 ��C matches

 ABC

 CCC

but does not match

 C

 BC

 1.33.2 Minus Sign

A minus sign (-) used as the last character of a node within the pattern indicates that
asterisks are to be appended to the node to create the maximum length of eight
characters.

A minus sign as the only character of a node indicates that any number of nodes,
including zero, may be present in the target data set name. For example, a pattern
consisting of -.LOAD matches all data sets ending in LOAD regardless of the number
of other nodes present.

A minus sign can be the first character of a node and can be followed by other
characters. That node of the target data set ends with the characters specified. You can
replace the minus sign with any number of characters, including zero; however, the
node cannot exceed eight characters. For example, -LIST matches data sets with the
node of LIST, CLIST, LINKLIST. Two more examples are:
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 $CAI�1.-.LOAD matches $CAI�1.ABC-.LOAD matches

 $CAI�1.LOAD $CAI�1.ABC.LOAD

 $CAI�1.ABC.LOAD $CAI�1.ABCD.LOAD

 $CAI�1.ABCD.LOAD $CAI�1.ABCDEFGH.LOAD

$CAI�1.A.B.C.D.E.LOAD but does not match

but does not match $CAI�1.AB.LOAD

 $CAI�1.LOAD.X

 1.33.3 Not Sign

A not sign (¬) used as the last character of a node or preceding a trailing minus sign
(-) indicates that any character, but not the absence of a character, can be substituted.
This is useful to specify the exact length of the string to be checked.

If you use the not sign in any position other than the last character of a level or
preceding a trailing minus sign, it has the same meaning as an asterisk (*). For
example:

 $CAI�1.A��¬.LOAD matches $CAI�1.A��¬-.LOAD matches

 $CAI�1.ABCD.LOAD $CAI�1.ABCDEFGH.LOAD

but does not match but does not match

 $CAI�1.ABC.LOAD $CAI�1.ABC.LOAD

 $CAI�1.ABCXY.LOAD

 $CAI�1.$- matches $CAI�1.$-.-matches

 $CAI�1.$ABC $CAI�1.$ABC

 $CAI�1.$ABCDEF $CAI�1.$ABCDEF

 $CAI�1.$JUNK.A.B.DATA

 -.SPFTEMP1 matches XXX.-LIST matches

 USER1.SPFTEMP1 XXX.LIST

 XYZ.ABC.SPFTEMP1 XXX.CLIST

 XXX.OUTLIST

 XXX.LINKLIST
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 1.34 $OPTIONS

The $OPTIONS member of CAI.PARMLIB allows your information center to
customize CA-ASM2 operation to the unique requirements of your environment. At
the time CA-ASM2 is installed, your information center specifies various fields within
$OPTIONS. This process is described in the CA-ASM2 Planning Guide.

Your information center can change the values of most fields, at any time, by updating
and reassembling $OPTIONS. Certain changes require other action, for example,
changing the CA-ASM2 prefix. CA-ASM2 allows multiple $OPTIONS members in
the CA-ASM2 authorized library so that the values from run to run can be changed
without constantly reassembling $OPTIONS. As a default, CA-ASM2 uses the member
name $OPTIONS. If it finds a DD statement in any step that follows this format:

//$OPTIONx DD DUMMY

it loads the member named $OPTIONx, where x is any valid alphanumeric character.

This default is useful in testing new versions of CA-ASM2. Your information center
can set up a new test prefix, and add the $OPTIONx DD statement to test new
CA-ASM2 modules or options. This facility is also useful if your information center
has different requirements for different CA-ASM2 users.

If your information center uses multiple $OPTIONS that specify different prefixes, you
can reference all systems from a single load library by simply allocating the proper
$OPTIONx DD DUMMY. TSO users can have CLISTs set up to supply the proper
$OPTIONx DD using a symbolic parameter.

Note:  Be certain to link edit any $OPTIONx module as reentrant; otherwise,
unpredictable results can occur.
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1.35 Data Set Considerations

If the target volume already contains a data set with the same name as a data set to be
retrieved and the existing data set is not cataloged, CA-ASM2 action depends on
whether the data set was cataloged when archived or backed up. If it was not
cataloged when unloaded, CA-ASM2 bypasses the reload operation. If it was
cataloged when unloaded, CA-ASM2 scratches the existing uncataloged version, and
allocates a new data set per the CA-ASM2 space allocation algorithms.

1.35.1 Normal CA-ASM2 Considerations (non-VSAM)

Normal CA-ASM2 action preserves the catalog status of retrieved data sets. Data sets
cataloged when unloaded are recataloged when reloaded, and data sets not cataloged
when unloaded remain uncataloged when reloaded. A Generation Data Set (GDS) is
recataloged if it was recataloged to tape or to a pseudo volser when it was
unloaded. You can override catalog processing by specifying the CATALOG
operand in the $RA/$RB commands. The Incremental Recovery function of
CA-ASM2 uses NEWVOL, ORIGVOL, FORCE and CATALOG operands of the $RB
command. Following is an example of the command generated by Incremental
Recovery:

$RB DSN('CSG.QC.TEST�1') -

ORIGVOL(CSG��3) NEWVOL(CSG��3) FORCE CATALOG(NO)

These operands are described in Chapter 5, “ Reload and Recovery.”

1.35.2 Normal CA-ASM2 Considerations (VSAM)

If a user tries to reload a VSAM object (using $RA or $RB) that has the same name
as an object on the receiving system, the reload normally fails. The FORCE parameter
permits such reloads, causing the already existing cluster to be replaced. In a FORCE
reload situation, if the existing cluster is newly defined (has never contained records),
the reload proceeds into the existing cluster definition. Otherwise, the existing cluster
is deleted and a new cluster defined.

1.35.3 Empty Data Sets

CA-ASM2 reloads an empty data set (if it was unloaded by a logical data mover) with
a software end-of-file written on record 1 of the first track allocated for the reloaded
data set.

If the CA-ASM2 Physical Data Mover ($PDM) was used to unload all allocated tracks
of an empty data set, CA-ASM2 reloads the data set as it was unloaded; that is, it
reloads all allocated tracks. See Physical Data Mover - $PDM on page 1-97 for more
information.
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1.35.4 VSAM Sphere Support

CA-ASM2 provides VSAM sphere level support for both ICF and VSAM (non-ICF)
catalog environments. CA-ASM2 unloads and restores VSAM clusters and any
alternate index (AIX) associations that may exist. AIX processing is a user option.
AIX processing is performed by default but may be overridden at unload and during
explicit reloads ($RA/$RB). For transparent reloads (IXR), a reference to any
unavailable sphere component causes the entire sphere to be reloaded. A sphere
rename capability is supported for explicit reloads ($RA/$RB). IDCAMS is invoked to
unload (export) and restore (import) VSAM entities.

For information on IDCAMS import and export processing, see OS/VS2 Access Method
Services (GC26-3841). All considerations described in this document also apply to
CA-ASM2's processing of VSAM clusters/spheres.

$CU, $UA, $UB, $DA and $DB update the AIX and base components of IPC entries
of a VSAM sphere when the DSNAME of the base cluster is specified. If, however,
the DSNAME of AIX is given, no updates are made.

 1.35.5 VSAM Reporting

CA-ASM2 provides for VSAM reporting in two ways: CA-RSVP and the $VLIST
utility.

The $RSVP command can scan volumes, catalogs, and the IPC to report on VSAM
clusters. It provides billing and reporting facilities for both non-VSAM and VSAM
data sets. A separate and complete manual, the CA-RSVP User Guide, describes
CA-RSVP in detail and includes many examples of its use.

A batch program utility ($VLIST) can process one or more VSAM catalogs, and
produce summary reports for the catalogs and detail reports for volumes containing
data sets referenced by the catalog. Chapter 2, “Reporting” describes batch reporting
for VSAM in more detail.
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1.36 Multivolume Data Set Support

CA-ASM2 provides support for the archive, backup, and retrieval of multivolume
VSAM, cataloged direct access and cataloged sequential data sets.

When a cataloged multivolume data set is selected for unload processing, any
additional volumes required are automatically allocated. During reload, volume
selection is controlled by means of the $OPTIONS fields $SELDISK, $TYPEREQ,
$VOLGRP, and $RLDGRP (see the CA-ASM2 Planning Guide). Prior to Version 4.0,
CA-ASM2 forced multivolume data sets to be reloaded to a single volume. With
Version 4.0 and higher, your information center may define the $OPTIONS parameters
to request that the data set be reloaded to its original list of volumes, an alternate list
or to an esoteric UNITNAME. CA-ASM2 does not force the data set to occupy
multiple volumes on reload. If sufficient space is available on the first volume in this
list, data is not written to additional volumes. The system catalog is updated after
reload to reflect only those volumes written to by the data mover. CA-ASM2 may
reload multivolume data sets that occupy up to twenty DASD volumes.

Allocation to an esoteric UNITNAME is supported for all non-VSAM data sets. The
UNITNAME used in allocation is assigned by matching the unload device type to a
device type / UNITNAME table entry in $OPTIONS, or may be assigned by the user
volume selection exit, $SELVOLX (see the description of the $RLDGRP table of
$OPTIONS in the CA-ASM2 Planning Guide). When UNITNAME allocation is
selected, it is the responsibility of the user to ensure that a sufficient number of
volumes and sufficient space on the volume is available.

The primary space quantity used in allocating multivolume data sets is equivalent to
the total of all allocations on the first volume. The secondary space quantity is set to
the original secondary allocation.
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 1.37 Parallel Runs

CA-ASM2 supports concurrent CA-ASM2 runs in both single and multiple MVS
systems. Runs using different functions, such as reload, backup, and archive, can all be
concurrent with no problems. Concurrent runs using the same function are also
supported, but some prior setup is necessary. It is possible to run "n" number of
Incremental Backup runs simultaneously.

CA-ASM2 maintains the integrity of the CA-ASM2 data sets by internal ENQ/DEQ
logic and, at your information center's option, RESERVE/RELEASE logic.

Observe the following ground rules for concurrent runs. Your information center can
execute a CA-ASM2 archive or backup run concurrently with any nonidentical
procedure or foreground command. There are some restrictions for running two
identical procedures, and for multi-MVS systems operation. These restrictions are
discussed nest. For this purpose, CA-ASM2 considers the archive procedures,
ASM2SYSA, ASM2EXPA, and ASM2EXPP, as nonidentical.

1.37.1 Single MVS Environment

CA-ASM2 runs that do not execute the same procedure may execute concurrently.
Your information center can run identical procedures concurrently, for example,
multiple Incremental Backup jobs or multiple archive jobs if unique RUNID keywords
are specified on the execute statements. If this keyword is not used in each execute
statement, standard JCL disposition handling allows only one of each type of run to
proceed at a time.

1.37.2 Shared DASD Environment

Your information center can execute nonidentical unload procedures concurrently on
multiple MVS systems shared CA-ASM2 data sets provided it has activated the
RESERVE/RELEASE protection by selecting that option in $OPTIONS (see the
CA-ASM2 Planning Guide for more information). It may also run identical procedures
in a shared DASD environment by using the RUNID keyword parameter.

 Caution 

If your information center executes identical procedures on different MVS systems
and specifies the same or no RUNID, a severe integrity exposure exists. There is
no internal mechanism in CA-ASM2 to detect or prevent this situation.
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1.37.3 Parallel Run Requirements

To use the concurrent operation potential of disk-to-tape, your information center must
allocate extra data sets, which are used to contain the output from the concurrent runs.
The data sets required for a backup run are:

BKUP.DEFRAG.INCR

BKUP.LOxxx (where xxx is SYS or USER) -or-

BKUP.DEFRAG.LOUSER

ARCH.LOxxx (where xxx is SYS, USER, or PERM)

For each concurrent run, the data sets named above must have unique data set names
with a suffix matching the RUNID keyword in the CA-ASM2 procedure. For example,
if RUNID=02 is specified these data sets are required:

BKUP.ARCLOG�2

BKUP.LOUSER�2

BKUP.LOxxx�2 (where xxx is SYS, USER, or PERM)

These data sets must be allocated by your information center and initialized using the
ASM2INIT procedure.

Parallel runs are most commonly used during Incremental Backup or system-initiated
runs. Each concurrent run normally processes a unique subset of volumes. Ideally,
unique hardware paths provide a means to avoid contention between the runs.

 Examples

//INCR�1 JOB //INCR�2 JOB

//INCR�1 EXEC ASM2SYSB //INCR�2 EXEC ASM2SYSB,RUNID=�2

//UNLOAD3�.SYSIN DD � //UNLOAD3�.SYSIN DD �

$DISKPAK PAK��1,,339� $DISKPAK PAK�11,,339�

$DISKPAK PAK��2,,339� $DISKPAK PAK�12,,339�

$DISKPAK PAK��3,,339� $DISKPAK PAK�13,,339�

$DISKPAK PAK��4,,339� $DISKPAK PAK�14,,339�

$DISKPAK PAK��5,,339� $DISKPAK PAK�15,,339�

$INCBKUP SU6� $INCBKUP SU6�

/� /�

If your information center has heavy VSAM usage and your catalog structure is not
ICF, consider configuring parallel runs according to VSAM user catalog ownership. In
this way, you can minimize the very expensive single-threading caused by the VSAM
catalog resource serialization modules. If your information center is converting or has
converted to ICF, configuration according to user catalog does not apply because ICF
catalog ownership is not a consideration.
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1.38 Data Mover Considerations

CA-ASM2 data movers excel in providing maximum speed derived from advanced
buffering techniques: both maximum blocking factors on tape (32K) and the use of
efficient EXCP I/O to perform the actual data transfers. With Incremental Backup,
even the I/O to assess the need to back up a data set is minimal.

CA-ASM2 is distinguished by its ability to move data to tape in a form reconstructable
by independent utilities. This is often vital to management's concern for data integrity.

Specific consideration for various data set organizations is as follows:

SEQUENTIAL Blocked at 32K when possible

Input RECFM Blocked at

V 32K

VB 32K

VS = input block size

VBS = input block size

Or, if you specified $RECATLG in the archive input parms, the
output block size is equal to the input block size. CA-ASM2
does not move unused tracks; it releases unused tracks upon data
set retrieval.

DIRECT ACCESS Variable up to 32K.

ISAM Blocked at 32K - reorganized upon retrieval. Relocatable upon
retrieval.

Partioned Blocked at 32K or less (800 bytes) - if you wish to preserve
reloadability by independent utilities.

VSAM The disk and catalog I/O is handled by IDCAMS EXPORT and
IMPORT routines at the cluster level to ensure compatibility.
EXCP tape I/O routines block data on tape at 32K. This
approach ensures continued compatibility with any future VSAM
changes, yet permits efficient high-speed tape handlers to access
data on tape.

CA-ASM2 can retrieve all data set organizations to volumes whose DASD type differs
from the volume on which the data set originally resided, and it can reload all to new
locations on a volume. However, a non-VSAM data set's original physical block size
must be compatible between old and new device types. Both of these factors are key
when archiving data sets, since it may be a long time before they are reloaded.

CA-ASM2 also possesses track-image copying capabilities (in $DEFRAG, for instance,
the volume compressor) that stress speed of data transfer as the major design objective.
This is obviously desirable for volume reconstruction. Track-image copying

1-96 System Reference Guide



1.38 Data Mover Considerations

capabilities are generally used for creating and restoring data set and full-volume
backups whose expiration periods are relatively short.

1.38.1 Physical Data Mover - $PDM

$PDM, CA-ASM2's Physical Data Mover, is a high-speed physical disk track
read/write routine. It operates without regard to normal data set attributes such as
record format, block size, data set organization, and so on. It reads a track(s) up to a
cylinder at a time. $PDM has fast track-image reads and writes because it ignores data
set attributes; this is faster than reading one record at a time the way a logical data
mover does. The SYSIN parameter $OPTLVL controls the number of tracks read per
EXCP (for more information see $OPTLVL on page 4-106).

Backups are temporary in nature. You cannot use $PDM as the preferred data mover
for VSAM and ISAM data sets. Because the backups cannot go from one type of
physical track-image device to another type, the usefulness of the tape copy is limited.
Therefore, $PDM is not recommended for archiving, but you can use it for any backup
or archive run. Simply include $UTILITY (see $UTILITY on page 4-113) among the
SYSIN control statements for the desired run of the program $DASDMNT. Certain
fields in $OPTIONS control how $PDM is used. These fields are described next.

$DEFRAG uses $PDM; therefore, the format of the data is compatible with the format
of the data produced using $PDM for archive or backup runs.

The independent utility $PDMUR performs restores independently of normal
CA-ASM2 processing or $DEFRAG.

1.38.1.1 $OPTIONS for $PDM

The following five fields in $OPTIONS affect $PDM performance. They are set by
your information center at CA-ASM2 installation. For more information on these
fields and $OPTIONS, see the CA-ASM2 Planning Guide.

$ARCHTKC

This option authorizes the use of $PDM for archive runs only if a logical data mover
cannot be used. It describes the data set organizations to be handled by $PDM. Use of
$PDM is not recommended for archive runs because of the following restrictions:

■ The data set must be restored to the same device type from which it was
unloaded.

■ Unmovable data sets, VSAM data spaces, and ISAM data sets must be allocated
to their original track location.

If a logical data mover cannot be used and this option is not set to authorize the use of
$PDM, CA-ASM2 does not perform the archive.
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$BKUPTKC

This option authorizes the use of $PDM for backup runs only if a logical data mover
cannot be used. It indicates the data set organizations to be handled by $PDM. While
the same restrictions listed above exist for backup runs, they are usually less
significant because restores usually occur sooner in backup runs than in archive runs.

If a logical data mover cannot be used and this option is not set to authorize the use of
$PDM, CA-ASM2 does not perform the backup.

$BKUPPDM

This option is for backup runs only. It describes the data set organizations to be
handled by $PDM even though a logical data mover could process the data set. The
advantage is speed; the same disadvantages listed under $ARCHTKC exist.

When $PDM backs up an empty data set (if it is not a VSAM or ISAM data set), all
the allocated space for the data set is backed up. Otherwise, for PS and PO data sets,
$PDM unloads only used space unless overridden by $PDMUEXT, the Physical Data
Mover Unload Exit. For more information on $PDMUEXIT, see the chapter
"CA-ASM2 Exit Description" in the CA-ASM2 Planning Guide.

$PDMOPT

Physical disk read program uses the channel command read multiple-count key data to
read an entire physical disk track(s) up to a cylinder at a time, with one channel
program. This applies to unloads done by $PDM (including those done by $DEFRAG).
With read multiple-count key data set to Yes (the default), $PDM reads an entire track
with one channel command (rather than making separate passes to read first the count
data and then the actual track or record data). The read is verified and, if anything
appears wrong, the track is reread with a read count, followed if necessary by a read
count key data.

By default, $PDMOPT specifies EXCP processing. However, your information center
can choose between standard EXCP processing and the faster EXCPVR processing for
$PDM. EXCPVR provides the fastest possible path length through the operating
system, but because it is tying up real (rather than virtual) memory, this option could
cause memory resource contention with other tasks. EXCP is the recommended option
if your information center plans to run several concurrent CA-ASM2 operations using
$PDM because EXCP puts the least amount of strain on the operating system's
resources.
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1.39 Exits and Customization

CA-ASM2 provides interfaces for many user exits to meet the diverse needs of the
many CA-ASM2 users around the world. However, in most cases only a few, if any,
exits are used in any one system. In general, the two most common needs for exits are
to handle archival selection and data security.

The CA-RSVP preprocessor facility virtually eliminates the need for exits designed to
control archival selection. Computer Associates provides integrated support for
interfacing with CA-ACF2 (Access Control Facility) and CA-Top Secret, and for
IBM's RACF (Resource Access Control Facility), eliminating the need for user coding
for security interfaces for users of these systems.

For the RACF interface, Computer Associates wrote extensive code to check for
RACF protection status and to alter the RACF profiles to reflect the current data set
status. Because of the way RACF works, you must update the RACF profile to reflect
the copies of data on archive or backup volumes. You must update it again when the
data set is reloaded or deleted.

Because of the way CA-ACF2 and CA-Top Secret work, you do not have to update
their databases when data is moved, copied, or deleted. CA-ACF2 and CA-Top Secret
protect the data regardless of the media type or volume serial number.

The ISPF interface to CA-ASM2 provides a catalog maintenance facility (option 8)
allowing field level modifications of IPC data. This function can be security protected
by specifying appropriate security profile parameters. These statements are provided in
the section on interfacing security systems provided in the CA-ASM2 Planning Guide.
A prerequisite for this support is the installation and activation of the CAIRIM
component of the CA Common Services (formerly Unicenter TNG Framework for
OS/390 Services) facility. The use of CAIRIM can be referred to in CA Common
Services Getting Started.

There are other reasons why your information center may choose to take advantage of
CA-ASM2's flexible exit facilities. For complete information on the CA-ASM2 exits,
consult the CA-ASM2 Planning Guide.
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1.40 Using This Guide

This guide is written for the DASD Storage Manager. It describes how CA-ASM2 can
help with DASD storage management including such tasks as data set archival and
retrieval, data set backup and recovery, migration and volume configuration, and
DASD space reporting.
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1.41 Summary of New Features for Version 4.2

Each of the following Version 4.2 enhancements for CA-ASM2 are described in detail
in the new set of documentation issued for this version.

1.41.1 9999 Files Tape Support

CA-ASM2 now supports up to 9,999 files on a single CA-ASM2 Archive or Backup
tape.

■ Allows unload to tape to hold 9999 files

■ $FORMAT automatically updates LOxxx file(s)

■ Converts old format LOxxx files to new format

1.41.2 SMS Support Enhancements

The Management Class fields controlling expiration may now optionally be used to
control when CA-ASM2 will expire, archive and backup versions. In addition,
CA-ASM2 invokes the ACS class selection routines prior to reload to handle situations
in which the ACS class selection rules have changed and the data set is assigned to
different classes.

■ Reload pre-drives ACS routines to determine SMS classes during dynamic
allocation

■ Uses SMS MGTCLASS for retention values during archives and backups

1.41.3 ISPF Interface Enhancements

The CA-ASM2 ISPF application has been enhanced to provide additional functionality
to end users of CA-ASM2. Online panels are provided to perform common functions
such as requesting the restore of all data sets for an application through a new
Application construct and restoring a volume from a specific point in time.
Customization capabilities are built in through the use of a profile, which removes
options that are inappropriate for general users.

■ Group data sets at the application level

■ High-level qualifier masking and wild cards

 1.41.4 IXR Enhancements

The temporary name created by IXR to restore a data set now supports the
specification of up to three alias levels for non-VSAM data sets and two levels for
VSAM data sets.

Also a New RLDTMPNM PARMLIB keyword for data set high-level qualifier usage
during reload UCAT processing has been added.
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 1.41.5 CA-ASM2 Workstation

CA-ASM2 integration with the CA-ASM2 Workstation has been enhanced to provide
extensive administration, reporting, and storage management capabilities from a
Windows-based graphical user interface. CA-ASM2 Workstation is a separately
licensed product.

 1.41.6 $DASDMNT

Support for SMS management class retention of archived data sets has been
implemented via the use of a new keyword $SMSRTPD which can be coded in the
SYSIN stream.
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 1.42 Documentation Changes

■ A new document, the ISPF User Interface Guide has been added to the
documentation set. This document describes all the new extended features
developed for Version 4.2. In addition, all ISPF panels that were previously
described in Appendix A of the CA-ASM2 System Reference Guide and Appendix
A of the CA-ASM2 RSVP User Guide have been integrated into this document so
that a single source can be referenced for all ISPF applications.

■ All guides have been updated with relevant Version 4.2 information.

■ The syntax throughout the documentation has been given a new look. Information
has been provided to assist you in reading the syntax diagrams.

■ The Troubleshooting section, found in the CA-ASM2 System Reference Guide, now
provides information for accessing the Computer Associates home page on the
Internet for additional Computer Associates products and services.

 1.42.1 Removed

■ CA-ASM2 General Information Guide. Information located in this guide has been
disseminated into the CA-ASM2 System Reference Guide and CA-ASM2 Getting
Started.

■ Conversion guides for CA-3 and CA-Dynam/DASD.

■ CA-ASM2 Master Index.

■ Demand Analysis Request (DAR) form. You can now enter your request through
StarTCC Extended Support (click on Support at www.ca.com on the Web).
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1.43 Reading Syntax Diagrams

The formats of all statements and some basic language elements are illustrated using
syntax diagrams. Read syntax diagrams from left to right and top to bottom.

The following terminology, symbols, and concepts are used in syntax diagrams.

Keywords:  Appear in uppercase letters, for example, COMMAND or PARM.
These words must be entered exactly as shown.

Variables:  Appear in italicized lowercase letters, for example, variable.

Required Keywords and Variables:  Appear on a main line.

Optional Keywords and Variables:  Appear below a main line.

Default Keywords and Variables:  Appear above a main line.

Double Arrowheads Pointing to the Right:  Indicate the beginning of a
statement.

Double Arrowheads Pointing to Each Other:  Indicate the end of a statement.

Single Arrowheads Pointing to the Right:  Indicate a portion of a statement, or
that the statement continues in another diagram.

Punctuation Marks or Arithmetic Symbols:  If punctuation marks or arithmetic
symbols are shown with a keyword or variable, they must be entered as part of the
statement or command. Punctuation marks and arithmetic symbols can include:

 , comma / greater than symbol

 . period < less than symbol

 ( open parenthesis = equal sign

 ) close parenthesis ¬ not sign

 + addition  − subtraction

 * multiplication  / division
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The following is an example of a statement without parameters.

Statement Without Parameters 

��──COMMAND─────────────────────────────────────────────────────�


You must write:

 COMMAND

Required parameters appear on the same horizontal line (the main path of the diagram)
as the command or statement. The parameters must be separated by one or more
blanks.

Statement With Required Parameters 

��──COMMAND──PARM1──PARM2───────────────────────────────────────�


You must write:

COMMAND PARM1 PARM2

Delimiters such as parentheses around parameters or clauses must be included.

Delimiters Around Parameters 

��──COMMAND─ ──(PARM1) ──PARM2='variable' ─────────────────────────�


If the word “variable” is a valid entry, you must write:

COMMAND (PARM1) PARM2='variable'

Where you see a vertical list of parameters as shown in the following example, you
must choose one of the parameters. This indicates that one entry is required and only
one of the displayed parameters is allowed in the statement.

Choice of Required Parameters 

��──COMMAND─ ──┬ ┬─PARM1─ ─────────────────────────────────────────�

 ├ ┤─PARM2─
 └ ┘─PARM3─

You can choose one of the parameters from the vertical list, such as in the following
examples:

 COMMAND PARM1
 COMMAND PARM2
 COMMAND PARM3
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A single optional parameter appears below the horizontal line that marks the main
path. When a required parameter in a syntax diagram has a default value, it indicates
the value for the parameter if the command is not specified. If you specify the
command, you must code the parameter and specify one of the displayed values.

Default Value for a Required Parameter 

 ┌ ┐─YES─
��──COMMAND─ ──PARM1= ──┴ ┴─NO── ─PARM2─────────────────────────────�


If you specify the command, you must write one of the following:

COMMAND PARM1=NO PARM2
COMMAND PARM1=YES PARM2

 Optional Parameter 

��──COMMAND─ ──┬ ┬─────────── ─────────────────────────────────────�

 └ ┘─PARAMETER─

You can choose (or not) to use the optional parameter, as shown in the following
examples:

 COMMAND
 COMMAND PARAMETER

If you have a choice of more than one optional parameter, the parameters appear in a
vertical list below the main path.

Choice of Optional Parameters 

��──COMMAND─ ──┬ ┬─────── ─────────────────────────────────────────�

 ├ ┤─PARM1─
 └ ┘─PARM2─

You can choose any of the parameters from the vertical list, or you can write the
statement without an optional parameter, such as in the following examples:

 COMMAND
 COMMAND PARM1
 COMMAND PARM2

For some statements, you can specify a single parameter more than once. A repeat
symbol (a backward-pointing arrow above the main horizontal line) indicates that you
can specify multiple parameters. The following examples include the repeat symbol.
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Repeatable Variable Parameter 

 ┌ ┐────────────
��──COMMAND─ ───

�
┴─variable─ ──────────────────────────────────────�


In the above example, the word “variable” is in lowercase italics, indicating that it is a
value you supply, but it is also on the main path, which means that you are required to
specify at least one entry. The repeat symbol indicates that you can specify a
parameter more than once. Assume that you have three values named VALUEX,
VALUEY, and VALUEZ for the variable. Some of your choices are:

 COMMAND VALUEX
COMMAND VALUEX VALUEY
COMMAND VALUEX VALUEX VALUEZ

If the repeat symbol contains punctuation such as a comma, you must separate
multiple parameters with the punctuation. The following example includes the repeat
symbol, a comma, and parentheses.

Separator with Repeatable Variable and Delimiter 

 ┌ ┐─,────────
��──COMMAND──(─ ───

�
┴─variable─ ─)─────────────────────────────────�


In the above example, the word “variable” is in lowercase italics, indicating that it is a
value you supply. It is also on the main path, which means that you must specify at
least one entry. The repeat symbol indicates that you can specify more than one
variable and that you must separate the entries with commas. The parentheses indicate
that the group of entries must be enclosed within parentheses. Assume that you have
three values named VALUEA, VALUEB, and VALUEC for the variable. Some of
your choices are:

 COMMAND (VALUEC)
 COMMAND (VALUEB,VALUEC)
 COMMAND (VALUEB,VALUEA)
 COMMAND (VALUEA,VALUEB,VALUEC)

The following example shows a list of parameters with the repeat symbol.

Optional Repeatable Parameters 

 ┌ ┐─────────── ┌ ┐─────────── ┌ ┐───────────
��──COMMAND─ ───

�
┴┬ ┬─────── ───

�
┴┬ ┬─────── ───

�
┴┬ ┬─────── ─────────────�


 └ ┘─PARM1─ └ ┘─PARM2─ └ ┘─PARM3─

Some choices you can make include:

 COMMAND PARM1
COMMAND PARM1 PARM2 PARM3
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COMMAND PARM1 PARM1 PARM3

When a parameter in a syntax diagram is above the line, for example, YES in the
following diagram, its special treatment indicates it is the default value for the
parameter. If you do not include the parameter when you write the statement, the
result is the same as if you had actually specified the parameter with the default value.

Default Value for a Parameter 

��──COMMAND─ ──┬ ┬───────────────── ─PARM2─────────────────────────�

 │ │┌ ┐─YES─

└ ┘──PARM1= ──┴ ┴─NO──

Because YES is the default in the example above, if you write:

 COMMAND PARM2

you have written the equivalent of:

COMMAND PARM1=YES PARM2

In some syntax diagrams, a set of several parameters is represented by a single
reference, as in this example:

Variables Representing Several Parameters 

��──COMMAND─ ──┬ ┬───────────────────── ───────────────────────────�

 ├ ┤─PARM1───────────────

└ ┘─┤ parameter-block ├─

parameter-block:
├─ ──┬ ┬────────────────── ─────────────────────────────────────────┤

  ├ ┤─PARM2────────────
  └ ┘──PARM3 ──┬ ┬───────

 ├ ┤─PARM4─
 └ ┘─PARM5─

The “parameter-block” can be displayed in a separate syntax diagram.

Choices you can make from this syntax diagram therefore include (but are not limited
to) the following:

 COMMAND PARM1
 COMMAND PARM3

COMMAND PARM3 PARM4

Note:  Before you can specify PARM4 or PARM5 in this command, you must specify
PARM3.
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A note in a syntax diagram is similar to a footnote except that the note appears at the
bottom of the diagram box.

 

��──COMMAND─ ──┬ ┬───────── ───────────────────────────────────────�

 └ ┘ ─PARM1───(1)

Note:
1 This is a note about the item.
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The reporting facilities of CA-ASM2 are designed to operate on an exception basis to
avoid printing irrelevant information. You specify only the reporting elements desired,
including sequence, sort parameters, and other conditions. Most CA-ASM2 reporting is
interactive, although batch reports are available.

Reporting facilities fall into the following two categories:

 1. Interactive Reports
2. Standard Batch Reports

Interactive reporting commands include Archive Catalog Inquiry ($AI), Backup
Catalog Inquiry ($BI), Catalog Inquiry ($CI), Report Selection and Variable Processing
($RSVP), Space Manager ($SM), and Data Set Usage ($US). Two more interactive
commands, $SCRATCH and $PROTECT, are discussed in Chapter 3, “Controlled
Scratch.”

Standard batch reporting includes reports on archive or backup unload records in the
Integrated Product Catalog (IPC) and both VSAM and non-VSAM data sets. The
$RSVP command provides archive and backup reports, and reports for non-VSAM,
VSAM, SMS, and disk data sets. $VLIST provides reports for VSAM data sets.
$MAINT provides reports for IPC maintenance and tape utilization; for more
information, see the IPC Maintenance Utility - $MAINT on page 13-12. Controlled
Scratch batch reporting is discussed in Chapter 3, “Controlled Scratch.”
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2.1 Interactive Reporting Commands

This section provides a brief description, syntax, operands, and examples on the
following commands:

 ■ Archive/Backup/Catalog inquiry

■ Report selection and variable processing for CA-RSVP

 ■ Space Manager

■ Data Set Usage

2.1.1 Archive/Backup/Catalog Inquiry - $AI/$BI/$CI

The $AI (Archive Inquiry), $BI (Backup Inquiry), and $CI (Catalog Inquiry)
commands search the IPC by data set name or index level, and return a complete or
partial listing of archived or backed up data sets. To simplify data set selection, you
may enter a pattern mask for a data set name.

As an alternative to submitting a $CI command, you may use the ISPF Catalog Inquiry
or Update panel (see the CA-ASM2 ISPF User Interface Guide for details).

The $AI, $BI, and $CI commands list the names of all data sets or only those that
satisfy specific selection criteria. These commands list:

■ Active data sets, whose retention periods on tape have not expired, or inactive
data sets, whose retention periods have expired.

■ Data sets archived or backed up within a specific number of days.

■ Data sets archived or backed up to a particular volume.

■ Only those data sets residing on permanent archive tapes.

■ Comments associated with unloaded data sets.

■ The volser of the DASD volume that the data set resided on prior to archive or
backup, the archive or backup volser, and the tape file sequence number.
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 Syntax

Archive/Backup/Catalog Inquiry - $AI/$BI/$CI 

┌ ┐──INDEX(userid) ────
��─ ──┬ ┬─$AI─ ──┼ ┼─────────────────── ──┬ ┬─────────────── ───────────�

├ ┤─$BI─ └ ┘──DSNAME(dsnprefix) └ ┘──LIKE(dsnmask)
 └ ┘─$CI─

 ┌ ┐─ACTIVE───
�─ ──┬ ┬────────────────── ──┼ ┼────────── ───────────────────────────�

  │ │┌ ┐─ARCH─── ├ ┤─ALL──────
  └ ┘──TYPE ──┼ ┼──────── └ ┘─INACTIVE─

 └ ┘─BKUP───(1)

�─ ──┬ ┬───────────────────────── ──┬ ┬──────── ──┬ ┬────────────── ────�
  └ ┘──CYCLE ──┬ ┬────────────── └ ┘ ─VOLUME─ └ ┘──TAPE(volser)

├ ┤ ─ ─(nnnn) ──────
 │ │┌ ┐─9999─
 └ ┘──( ──┴ ┴────── )

�─ ──┬ ┬─────────── ──┬ ┬───────────── ──┬ ┬───────── ──┬ ┬───────── ────�

  └ ┘ ─NOHEADING─ └ ┘ ─PERMANENT───(2) └ ┘ ─COMMENT─ └ ┘ ─UTILITY─

Notes:
1 For $CI only
2 For $AI and $CI.

Required - none

Defaults - INDEX= userid that issued the command (TSO), or the job
name minus the trailing character (batch) if
the DSNAME or LIKE operands are not specified.

If no operands are entered, the listing produced includes the names of all
archived/backed up data sets identified by the default index that are ACTIVE and have
been archived/backed up within the default CYCLE value.

 Operands

ACTIVE Lists all data sets whose retention period on tape has not
expired and that have not been reloaded to disk. ACTIVE is
the default.

ALL Lists all active and inactive data sets, or all archive entities of
the IPC.

COMMENT Displays any user comments given when the data set was
unloaded.

CYCLE(nnnn) Lists data sets archived or backed up within the user-specified
number of days. A value of 9999 lists data sets that have been
archived within a default time period specified by your
information center. The default is 9999.
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DSNAME(dsnprefix) Lists all data sets with this prefix. It can be a 1- to
44-character string and is processed as a partial or complete
data set name to use in matching. Notice that the dsnprefix
follows TSO rules for data set names that is, enclosed in
quotes or userid prefix is added before the dsnprefix. In the
case of batch jobs, the JOBNAME minus 1 character is added
before the dsnprefix. The DSNAME( ) operand overrides
INDEX( ).

INACTIVE Lists all data sets whose retention period on tape have expired
and have not yet been purged from the IPC. If the data set is
not in logical delete state, it is still active.

INDEX(userid) Lists all data sets with this high-level qualifier. The default is
the userid in TSO or the jobname minus one trailing character
in batch. This operand is not used if DSNAME( ) is also
specified.

LIKE(dsnmask) Specifies a pattern match for data set names to be selected. If
INDEX was also specified, this applies only to data sets
chosen by INDEX. (See Pattern Masking on page 1-88 for
more information).

NOHEADING Suppresses normal heading information preceding the list, but
not column headings. The heading defines the report selection
criteria.

PERMANENT Requests only data sets that reside on permanent archive tapes.
Archive tapes are either permanent or temporary. Permanent
archive tapes are those tapes containing data sets that have a
long-term retention period. PERMANENT only applies to $AI
and $CI.

TAPE(volser) Lists all data sets that were archived/backed up onto this tape
volume serial.

TYPE Indicates whether archive or backup records in the IPC are to
be searched. The default is ARCH. The TYPE operand applies
only to the $CI command.

UTILITY Identifies the data mover utility that can be used independently
of CA-ASM2 to reload a data set.

VOLUME Requests that the disk home volume, tape volume, and file
sequence number be displayed.
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 Examples: 

Example 1

$ci dsname('user�2.ac')

LIST OF UNLOADED DATA SETS WHICH MEET FOLLOWING CRITERIA.

DATA SET NAME BEGINS. USER�2.AC

DATA SET HAS NOT BEEN RESTORED TO DISK

DATA SET HAS BEEN UNLOADED WITHIN PAST 9999 DAYS

LIST RESTRICTED TO DATA SETS WHOSE TAPE

RETENTION PERIOD HAS NOT EXPIRED

LIST DOES NOT INCLUDE RESTORED DATA SETS

 TRKS LASTUSE UNLOADED UTIME REASON EXPR �DATA SET/LEVEL�

1 11-2�-97 1-�9-98 16.23 INACTV 291 USER�2.ACW.DATA

 1 1�-31-97 11-�7-98 �9.34 USER 228 USER�2.ACW.S6179

 2 9-21-97 9-28-98 15.32 USER 188 USER�2.ACW.TEST

1 11-2�-97 1-�9-98 16.23 INACTV 291 USER�2.ACW.9617

1 5-18-97 6-27-98 19.15 INACTV �95 USER�2.ACX.DATA

1 5-17-98 6-24-98 14.18 INACTV �92 USER�2.ACX.S617

1 3-18-97 4-25-98 11.�9 INACTV 462 USER�2.ACX.UNP

8 TRACKS CONTAINED IN ASM2

END OF '$CI' COMMAND

 Field Descriptions

TRKS Number of tracks occupied by the data set.

LASTUSE Date the data set was last used prior to the archive/backup
unload.

UNLOADED Date the archive/backup run began.

UTIME Time the archive/backup run began.

REASON Reason why the data set was archived/backed up:

INACTV Data set not used.

DSNAME Qualifying data set name or user exit caused
archive/backup.

IBKUP Incremental Backup

USER Explicit backup request.

VOLBKU Full-volume backup.

The notation -R appearing under REASON indicates the data
set was renamed at the time it was unloaded.
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EXPR Number of days remaining until the entry is deleted from the
IPC. The notation -R appearing under EXPR indicates the data
set has been reloaded. Data sets with this notation appear
only if ALL or INACTIVE were specified.

DATA SET/LEVEL Name of the archived/backed up data set.

Example 2

This example lists all archived data sets with names beginning with the data set name
prefix of cn6006.dc.

$ai dsname('cn6��6.dc')

LIST OF UNLOADED DATA SETS WHICH MEET FOLLOWING CRITERIA&COLON.

DATA SET NAME BEGINS&COLON. CN6��6.DC

DATA SET HAS NOT BEEN RESTORED TO DISK

DATA SET HAS BEEN UNLOADED WITHIN PAST 9999 DAYS

LIST RESTRICTED TO DATA SETS WHOSE TAPE

RETENTION PERIOD HAS NOT EXPIRED

LIST DOES NOT INCLUDE RESTORED DATA SETS

 TRKS LASTUSE UNLOADED UTIME REASON EXPR �DATA SET/LEVEL�

1 11-2�-97 1-�9-98 16:23 INACTV 291 CN6��6.DCW.DATA

1 9-31-97 11-�7-98 �9:34 INACTV 228 CN6��6.DCW.DATA(-1)

 2 9-21-97 9-28-98 15:32 USER 188 CN6��6.DCW.DATA(-2)

2 7-23-97 8-3�-98 18:2� INACTV 159 CN6��6.DCW.DATA(-3)

2 6-�1-97 7-�8-98 16:54 INACTV 1�6 CN6��6.DCW.DATA(-4)

1 5-18-97 6-27-98 19:15 INACTV �95 CN6��6.DCW.DATA(-5)

1 4-23-97 5-3�-98 16:12 INACTV 497 CN6��6.DCW.DATA(-6)

1 3-21-97 4-28-98 18:34 INACTV 465 CN6��6.DCW.DATA(-7)

1 11-2�-97 1-�9-98 16:23 INACTV 291 CN6��6.DCW.9617

 1 1�-31-97 11-�7-98 �9:34 USER 228 CN6��6.DCW.S617(-1)

 2 9-22-97 9-29-98 1�:12 USER 189 CN6��6.DCW.S617(-2)

2 7-23-97 8-3�-98 18:2� INACTV 159 CN6��6.DCW.S617(-3)

2 6-�1-97 7-�8-98 16:54 INACTV 1�6 CN6��6.DCW.S617(-4)

1 5-17-98 6-24-98 14:18 INACTV �92 CN6��6.DCW.S617(-5)

1 3-21-97 4-28-98 18:34 INACTV 465 CN6��6.DCW.S617(-6)

1 3-18-97 4-25-98 11:�9 INACTV 462 CN6��6.DCW.UNP

22 TRACKS CONTAINED IN ASM2

END OF '$AI' COMMAND
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Example 3

This example specifies a userid of J931 and limits selected data sets by requiring data
sets names contain the characters F931 as the first four characters of the second level
qualifier. The NOHEADING operand eliminates the printing of the heading lines but
leaves in the column heading line.

$ai index(j931) like(-.F931-.-) noheading

TRKS LASTUSE UNLOADED UTIME REASON EXPR �DATA SET/LEVEL�

5 8-�8-97 8-15-98 1�:18 INACTV 144 J931.F931Y1

1 8-�8-97 8-15-98 1�:18 INACTV 144 J931.F931Y2

1 9-�8-97 9-15-98 15:33 INACTV 175 J931.F9311CRD.G���1

1 1�-14-97 1�-21-98 18:17 INACTV 211 J931.F9311CRD.G���9

1 11-24-97 12-�2-98 15:32 INACTV 253 J931.F9311CRD.G��2�

1 12-�5-97 12-12-98 12:23 INACTV 263 J931.F9311CRD.G��22

1� TRACKS CONTAINED IN ASM2

END OF '$AI' COMMAND

Example 4

This example specifies a userid of J931 and limits selected data sets to backed up data
sets with names containing the characters F931 as the first four characters of the
second level qualifier. The NOHEADING operand eliminates the printing of the
heading lines but leaves in the column heading line.

$ci index(j931) like(-.F931-.-) type(bkup) noheading

TRKS LASTUSE UNLOADED UTIME REASON EXPR �DATA SET/LEVEL�

5 8-�8-97 8-15-98 1�.18 DSNAME 144 J931.F931Y1

1 8-�8-97 8-15-98 1�.18 DSNAME 144 J931.F931Y2

1 9-�8-97 9-15-98 15.33 USER 175 J931.F9311CRD.G���1

1 1�-14-97 1�-21-98 18.17 USER 211 J931.F9311CRD.G���9

1 11-24-97 12-�2-98 15.32 USER 253 J931.F9311CRD.G��2�

1 12-�5-97 12-12-98 12.23 USER 263 J931.F9311CRD.G��22

1� TRACKS CONTAINED IN ASM2

END OF '$CI' COMMAND
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Example 5

This example lists all data sets beginning with the userid JRT. The $BI command was
entered from a TSO terminal by userid JRT.

$bi

LIST OF UNLOADED DATASETS WHICH MEET FOLLOWING CRITERIA:

DATASET NAME BEGINS: JRT

DATASET HAS NOT BEEN RESTORED TO DISK

DATASET HAS BEEN UNLOADED WITHIN PAST 9999 DAYS.

LIST RESTRICTED TO DATASETS WHOSE TAPE RETENTION PERIOD

HAS NOT EXPIRED.

LIST DOES NOT INCLUDE RESTORED DATASETS

TRKS LASTUSE UNLOADED UTIME REASON EXPR �DATA SET/LEVEL�

7 12-26-97 12-26-98 12:14 USER 277 JRT.TESTFBS.X1.Rl

7 12-23-97 12-23-98 14:18 USER 274 JRT.TESTFBS.N1145

7 12-23-97 12-23-98 14:18 USER 274 JRT.TESTFBS.N122�

7 12-23-97 12-23-98 14:18 USER 274 JRT.TESTFBS.N122�

7 12-23-97 12-23-98 14:18 USER 274 JRT.TESTFBS.N133�

5 12-22-97 12-22-98 17:33 USER 273 JRT.TESTFBS.XX.DATA

5 12-21-97 12-21-98 15:23 USER 272 JRT.TESTFBS.DATA

1 11-�8-97 11-14-98 17:48 USER 235 JRT.$ARCHIVE.DATA

1� 5-�9-97 5-14-98 11:45 DSNAME 481 JRT.PLI.LOAD

1 5-�8-97 5-14-98 11:45 DSNAME 481 JRT.N.$NEWTAPE.ASM

4 5-�9-97 5-14-98 11:45 DSNAME 481 JRT.TG��3.S.ASM

1� 5-1�-97 5-14-98 11:45 DSNAME 481 JRT.BCTEL.ASM

1 5-�8-97 5-14-98 11:45 DSNAME 481 JRT.N.POOLMNT.ASM

4 5-�8-97 5-14-98 11:45 DSNAME 481 JRT.N.ARCHLST.ASM

3 5-1�-97 5-14-98 11:45 DSNAME 481 JRT.CSG.LOAD

25 2-1�-97 2-1�-98 13:57 USER 252 JRT.C.ASM

15 2-1�-97 2-1�-98 13:57 USER 252 JRT.PLI.LOAD

3 2-�7-97 2-1�-98 13:57 USER 252 JRT.MISC.PLI

72 2-�7-97 2-1�-98 13:57 USER 252 JRT.M.ASM

����194 TRACKS CONTAINED IN ASM2

 '$BI' ENDED
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2.1.2 Report Selection and Variable Processing - CA-RSVP

CA-RSVP is a powerful interactive product that operates under CA-ASM2 that scans
the VTOCs of your disk volumes, system catalogs, the CA-ASM2 Integrated Product
Catalog (IPC), CA-1 Tape Management Catalog (TMC), CA-Dynam/TLMS Volume
Master File (VMF) the SMS database, and input transaction files. It selects data sets
for further processing based upon almost any imaginable criteria. If CA-RSVP finds
VSAM data spaces, it automatically searches the VSAM catalog(s) to extract VSAM
cluster information. See the CA-RSVP User Guide for more information.

A single $RSVP command can generate a report to be displayed at your terminal or
directed to a data set. In addition, CA-RSVP can perform billing calculations and
create billing files and/or reports.

CA-RSVP can sort on up to eight fields. It can produce summarized output with or
without printing the detail information. It can also report on any field in any sequence
you desire. CA-RSVP provides exception reporting by allowing selection on
characteristics of the data set name (through pattern masking) and other fields (through
IF-AND-OR-ANDIF-ORIF logic). Repetitive report formats need not be reentered each
time the command is invoked. You may define the format and assign it an information
center-specified report name that is referenced in later command execution. At the
same time a report is being produced, CA-RSVP can generate control statements for
use as input to other processing.

The CA-ASM2 ISPF interface provides menu support for the $RSVP command (see
the CA-ASM2 ISPF User Interface Guide for details).

This is only a brief description of CA-RSVP. See the CA-RSVP User Guide for
detailed information.

2.1.3 Space Manager - $SM

The Space Manager command ($SM) provides disk space usage information on a data
set or index/userid. This data is expressed in terms such as the number of tracks
allocated, number of tracks used, allocation efficiency percentage, and so on.

This command can help individual users determine allocation reasonableness for their
own data sets. It also allows storage managers to monitor the space usage efficiency
for data sets under a particular index/userid. See Space Manager Command on
page 12-5 for a detailed explanation of the $SM command.
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2.1.4 Data Set Usage - $US

The Data Set Usage command ($US) provides disk usage information on a data set or
index/userid. This data is expressed in terms such as data set use count, date and time
of last use, and ID of last user. This command can help individual users determine
allocation reasonableness for their own data sets. It also allows storage managers to
monitor the space usage efficiency for data sets under a particular index/userid.

See Data Set Usage - $US on page 12-2 for a detailed explanation of the $US
command.
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2.2 Standard Batch Reporting

Besides interactive reporting capabilities, CA-ASM2 provides batch jobs to obtain
reports on catalogs and space usage. CA-RSVP can provide batch reporting on all
archive and backup records in the IPC, non-VSAM data sets or VSAM data sets, and
SMS information. For more information, see the CA-RSVP User Guide. The CA-ASM2
catalog list utility program, $VLIST, provides another means to report on VSAM data
sets.

2.2.1 VSAM Batch Reporting - $VLIST

The VSAM catalog list utility program, $VLIST, provides a short, easy-to-read report
of the most often used VSAM information. The ASM2VSCL procedure executes
$VLIST. Along with the $RSVP command cluster space reporting feature for VSAM
and the IBM IDCAMS utility, $VLIST provides another DASD management tool for
your VSAM catalogs and VSAM volumes.

$VLIST takes one or more VSAM catalogs as input and produces either a summary
report, or a summary report and a detail volume report of all volumes owned by the
VSAM catalogs being processed. The summary report produces a listing of all catalog
entries and any associated records.

Samples of these reports follow at the end of this section. These reports are not
intended to list all information in the VSAM catalog as CA-RSVP and the IDCAMS
utility can perform that function.

Job Control Statements:  

Sample JCL for $VLIST

//LIST EXEC ASM2VSCL,PARM=ALL

 //VCLCNTL DD �

 LISTCAT CATALOG.VVSAM�1/PASWORD1

 LISTCAT CATALOG.VVSAM�2/PASWORD2

 LISTCAT CATALOG.VVSAM�3/PASWORD3

where:

LIST Is the execute statement for ASM2VSCL. PARM=xxx defines the
report. The xxx is ALL for both summary and detail reports, or SUM
for a summary report only. There is not an option for requesting only
the detail report. The default is ALL.
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 DD Statements

DDNAME Description

VCLCNTL Defines the input control statements data set.

 Control Statements: 

Control statements may begin in any column after column 1. One control statement is
required for each catalog to be processed.

Keyword Description

LISTCAT Specifies the catalog to be processed. Depending upon your
information center's requirements, you may have to supply the
master password of the catalog to be listed. In this case, code a
slash / following the catalog name, followed by the master
password. For example, LISTCAT CATALOG.VVSAM01/PASWORD1.

$VLIST does not print the password in the MSGFILE output;
instead, it displays asterisks.

Sample VSAM Catalog Reports:  A sample VSAM Catalog Summary report and
two Detail reports are shown on the following pages.
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VSAM Catalog Summary - Summary Report

COMPUTER ASSOCIATES VSAM CATALOG SUMMARY DATE MM/DD/YY TIME 13:49 PAGE 1

CATALOG INFORMATION: NAME= ICF.VSJ���1 TYPE= ICF USER DEVTYPE= 338� VOLSER= SJ���1

V S A M E N T R Y N A M E ENTRY TYPE OWNER ID CRE DATE EXP DATE DEVTYPE VOLSER STAT

ICF.VSJ���1 CLUSTER / BCS �8/25/98

 $CAI46.VS.DATA DATA �8/29/98 339� SJ���2 PRIME

 $CAI46.VS.INDEX INDEX �8/29/98 339� SJ���2 PRIME

 ASM2.$CI.LOAD NON VSAM �8/29/98 339� SJ���2 NVASM

 BILLY.AGS3�2.LIST NON VSAM �4/29/98 339� WORK82 NVASM

 BILLY.ASM2.LIST NON VSAM 12/16/97 339� WORK82 NVASM

 BILLY.ISPRINT NON VSAM 1�/15/97 339� WORK83 NVASM

 BILLY.ISPUNCH NON VSAM 1�/15/97 339� WORK82 NVASM

 BILLY.ISTEMP NON VSAM 1�/15/97 339� WORK81 NVASM

 BILLY.LOG.MISC NON VSAM �9/28/97 339� WORK82 NVASM

 BILLY.NAGPRINT NON VSAM 1�/15/97 339� WORK82 NVASM

 BILLY.SPFLOG1.LIST NON VSAM �2/�4/97 339� WORK83 NVASM

 BILLY.SPFLOG3.LIST NON VSAM �9/28/97 339� WORK82 NVASM

 BILLY.SPFTEMP�.CNTL NON VSAM 12/�7/97 339� WORK81 NVASM

 BILLY.SPFTEMP1.CNTL NON VSAM �1/15/98 339� WORK83 NVASM

 BILLY.SPFTEMP1.LIST NON VSAM �1/15/98 339� WORK81 NVASM

 BILLY.SPF�.LIST NON VSAM 1�/13/97 339� WORK81 NVASM

 BILLY.SPF1.LIST NON VSAM 1�/13/97 339� WORK82 NVASM

 BILLY.SPF3.LIST NON VSAM 12/11/97 339� WORK82 NVASM

 BILLY.SPF4.LIST NON VSAM 12/11/97 339� WORK81 NVASM

 BILLY.SYSIN NON VSAM 1�/15/97 339� WORK81 NVASM

 BCDEF�1.BLM.MACLIB NON VSAM �3/18/98 339� DALL�1 NVASM

 BCDEF�1.ISPRINT NON VSAM �5/�4/98 339� WORK82 NVASM

 BCDEF�1.ISPUNCH NON VSAM �3/21/98 339� WORK82 NVASM

 BCDEF�1.JCL.CNTL NON VSAM �3/15/98 339� DALL�1 NVASM

 BCDEF�1.SAS.CNTL NON VSAM �3/18/98 339� DALL�1 NVASM

 BCDEF�1.SPFLOG1.LIST NON VSAM �3/16/98 339� WORK82 NVASM

 BCDEF�1.SPFTEMP1.CNTL NON VSAM �3/23/98 339� WORK82 NVASM

 BCDEF�1.SYSIN NON VSAM �5/�4/98 339� WORK83 NVASM

 BCDEF�1.TEST.CNTL NON VSAM �3/28/98 339� WORK82 NVASM

 BUVWX�1.$PDMU.TAPE.PRINT.KB��43� NON VSAM �4/21/98 339� SJ���5 NVASM

 BUVWX�1.ADC2.JCL NON VSAM �9/�1/97 339� SJ���1 PRIME

 BUVWX�1.AGS3�2Z.LOAD NON VSAM �3/11/98 339� SJ���1 NVASM

 BUVWX�1.AGS3�2Z.LPALIB NON VSAM �4/�7/98 339� SJ���1 NVASM

 BUVWX�1.AGS3�3.$ARQ3�72 NON VSAM �2/12/98 339� SJ���1 NVASM

 BUVWX�1.AGS3�3.ASM NON VSAM �2/�9/98 339� SJ���2 NVASM

 Field Descriptions

CATALOG INFORMATION:

NAME Name of the VSAM catalog being processed.

TYPE Type of catalog (Master or User).

DEVTYPE Device type on which the catalog resides.

VOLSER Volume serial number on which the catalog resides.
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DATA SET INFORMATION:

VSAM ENTRY NAME Name of the entry. If an associated entry is listed, it is
indented and preceded by a dash.

ENTRY TYPE Type of entry:

 ■ Cluster
 ■ Data
 ■ Index
 ■ Non-VSAM

OWNER ID Eight-character owner ID specified when the entry was
defined. If blank, owner ID was not assigned for entry.

CRE DATE Date the entry was defined.

EXP DATE Expiration date if one was specified.

DEVTYPE Device type.

VOLSER Volume serial number for the entry (entries occupying
space on a volume).

STAT Allocation status. If a volume serial number is present
the status is either PRIME if space is allocated on the
volume, or CAND if no space currently exists but the
volume is eligible for allocation for this entry.
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2.2.1.1 VSAM Volume Contents - Detail Report 1

COMPUTER ASSOCIATES VSAM VOLUME CONTENTS FOR MVSPP� DATE MM/DD/YY TIME 13:54 PAGE 1

DEVICE DESCRIPTION: TYPE= 339� USE=PRIVATE CYL/VOL= 886 TRK/CYL= 15 BYTE/TRK= 47968

VSAM INFORMATION: CATALOG= ICF.VSJ���1

AVAILABLE SPACE: OS: � EXTENTS, TOTAL OF � TRACKS, INCLUDING FULL CYLINDERS. LARGEST FREE EXTENT= � TRACKS

VOLUME TIMESTAMPS: F4DSCBDUMP= ���������������� F4DSCBVSAM= ���������������� CAT-VL-REC= � � � NA � � �

 DATE ��/��/�� TIME ��:�� DATE ��/��/�� TIME ��:�� DATE TIME

V S A M E N T R Y N A M E TYPE CRE DATE UPD DATE EXP DATE ORG CISZ AVG R MAX R TRKAL TRKUS PCT EXT SECAL T F

SYS1.VVDS.VMVSPP� CL �3/21/98 NIXD

SYS1.VVDS.VMVSPP� DATA �3/21/98 NIXD 4�96 � 4�89 3 3 1�� 1 2 T �

 Field Descriptions

DEVICE DESCRIPTION:

TYPE Device type.

USE Device use.

CYL/VOL Number of cylinders per volume for device type.

TRK/CYL Number of tracks per cylinder for device type.

BYTE/TRK Number of bytes per track for device type.

VSAM INFORMATION:

CATALOG Name of the VSAM catalog.

AVAILABLE SPACE:

OS Number and size of the OS free space extents.

LARGEST FREE EXTENT Size of the largest single extent of non-VSAM free
space on the volume, and the number of full cylinders
of free space.
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Field Description

TIME STAMP INFORMATION:

VOLUME TIMESTAMPS Time stamp records of the last time the volume was
dumped (F4DSCBDUMP) and the last time VSAM
updated its time stamp record (F4DSCBVSAM). The
VSAM time stamp and the catalog recovery time stamp
should match the time stamp in the VSAM catalog, or
a synchronization problem exists.

This most commonly occurs when a volume is restored
using a full volume dump, but the catalog is not on the
volume. If a time stamp conflict exists, you are unable
to access VSAM data on the volume.

DATE Date stamp information translated to standard date
notation.

TIME Time stamp information translated to standard time
notation.

DATA SET INFORMATION:

VSAM ENTRY NAME VSAM entry name. For clusters and alternate indexes,
the associated data and index components are listed
immediately underneath.

TYPE VSAM entry type.

CRE DATE Date the entry was created.

UPD DATE Date the entry was last opened for update.

EXP DATE Expiration date of the entry if specified at define time.

ORG Data set organization as follows:

IXD Key-sequenced data set (KSDS)
NIXD Entry-sequenced data set (ESDS)
NUMD Numbered data set (RRDS)

CISZ Control interval size.

AVG R Average logical record size as specified at define time.

MAX R Maximum logical record size as specified at define
time.

TRKAL Tracks allocated on this volume.

TRKUS Tracks used on this volume (includes embedded free
space).

PCT Percentage of allocated space that is used
(TRKUS/TRKAL).
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EXT Number of extents for this entry on volume.

SECAL Amount of secondary allocation specified at define
time.

T Type - either tracks or cylinders.

F An asterisk is printed here when PCT is greater than or
equal to 85.

2.2.1.2 VSAM Track Allocation Map - Detail Report 2

COMPUTER ASSOCIATES VSAM TRACK ALLOCATION MAP FOR MVSPP� DATE MM/DD/YY TIME 13:54 PAGE 2

F I R S T T K L A S T T R K TRKAL TRKAV EXT E N T R Y N A M E O R U S A G E EXCEPTIONS IF ANY

� ����.���� � ����.���� 1 � � � VOL LABEL � � �

 1 ����.���1 6� ���4.���� 6� � SYS2.TSS.LOAD.XA

 61 ���4.���1 7� ���4.���A 1� � SYS2.SDSF21.LINKLIB

 71 ���4.���B 8� ���5.���5 1� � SYS2.SDSF22.LINKLIB

 81 ���5.���6 87 ���5.���C 7 � ISR.ISPFLMF.CFIL

 88 ���5.���D 89 ���5.���E 2 � ISR.ISPFLMF.ISPLOG

 9� ���6.���� 239 ���F.���E 15� � SYS2.TSS.LOAD.SP

 24� ��1�.���� 254 ��1�.���E 15 � MATBI�1.CONVERT.ENTRIES

 255 ��11.���� 262 ��11.���7 8 5 SYS2.ACF2XA.ACFMAC

 263 ��11.���8 27� ��12.���� 8 6 SYS2.ACF2XA.ACFMAC

 271 ��12.���1 278 ��12.���8 8 7 SYS2.ACF2XA.ACFMAC

 279 ��12.���9 28� ��12.���A 2 1 SYS288�1.ACF2XA.ACFMOD

 281 ��12.���B 282 ��12.���C 2 1 SYS2.EZPROC.R2�D.CNTL

 283 ��12.���D 284 ��12.���E 2 2 SYS2.EZPROC.R2�D.CNTL

 285 ��13.���� 299 ��13.���E 15 1 SYS2.ACF2XA.LINKLIB

 3�� ��14.���� 3�2 ��14.���2 3 � SYS2.ACF2SP.ACFOBJ

 3�3 ��14.���3 31� ��14.���A 8 � SYS2.ACF2SP.ACFMOD

 311 ��14.���B 312 ��14.���C 2 4 ACF2.ACFJOBS

 313 ��14.���D 314 ��14.���E 2 5 ACF2.ACFJOBS

 315 ��15.���� 329 ��15.���E 15 � SYS2.ACF2SP.LINKLIB

 Field Descriptions

FIRST TK Begining track for a free or allocated extent shown
in relative track (decimal) and cylinder/head
(hexadecimal) notation.

LAST TRK Ending track for a free or allocated extent shown in
relative track (decimal) and cylinder/head
(hexadecimal) notation.

TRKAL Number of allocated tracks in the extent.

TRKAV Number of available tracks in the extent.

EXT Relative extent number of each data set or free
space. The first extent is shown as zero.

ENTRY NAME OR USAGE Extent type indicated as VSAM or non-VSAM. If
the volume is online, the non-VSAM extents are
further explained. The possible extent types are:

VOL LABEL The volume label is always
on track 0.

VTOC Volume table of contents.
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OS DATA SET(S) An imaginary extent
consisting of one or more
extents of non-VSAM
allocated space.

OS FREE SPACE An unallocated extent of
non-VSAM space.

VSAM FREE SPACE
An unallocated extent with
VSAM data spaces.

VSAM CRA The VSAM catalog recovery
area if the VSAM catalog is
recoverable.

Other Each extent of allocated
VSAM space is identified by
the data or index name.

EXCEPTIONS IF ANY Any unaccounted for or overlapping extents.
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 Chapter 3. Controlled Scratch

The Controlled Scratch component of CA-ASM2 can automatically remove data sets
based on information center-defined criteria when those data sets are no longer needed.
Before running the Controlled Scratch component, your information center should
consider archiving data sets that may eventually be used. In a typical information
center, this may occur once daily. Once criteria for controlled scratching have been
established, CA-ASM2 determines which data sets are to be scratched and
automatically scratches them at the designated time.
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 3.1 Methods

Controlled Scratch offers the following two methods of automatically scratching data
sets using predetermined criteria:

1. Specifying criteria for the selection of data sets to be scratched and running the
$SCRATCH program, or

2. Specifying criteria to identify data sets to be protected from scratch and executing
the $PROTECT routine.

The scratching of data sets is a two-phase process:

1. Candidate data sets are selected by a Scratch Selection phase either in batch or
through TSO commands. The Protect data set is used as a mechanism for
registering data sets to never be scratched. Data sets that are selected and not
registered in the Protect data set are identified in a Scratch Selection data set and
also on a Scratch Selection report. You have the opportunity to manually hold any
data set appearing on the report from scratch to prevent scratching valuable data
sets through oversight.

2. The Scratch Selection data set produced by the Scratch Selection phase is
processed by the Scratch Execution phase which provides the final level of
protection and performs the actual scratch function.
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 3.1.1 Benefits

Controlled Scratch offers the following benefits:

■ Improved DASD utilization by scratching obsolete data sets

■ Decreased DASD growth rate by recovering significant amounts of wasted DASD

■ Elimination of the time-consuming necessity to produce and analyze reports in
order to locate data sets that can be scratched

■ Elimination of the need to develop and maintain an in-house scratch utility
program or procedure

■ An accurate estimate of total DASD space recovered by running Controlled
Scratch without the attendant overhead of actually scratching data sets (provided
through the Edit mode)

■ Decreased human intervention and dependence

■ A systematic reporting structure

■ Unwasted archive space

■ Enforced allocation standards (naming, cataloging)

 3.1.2 Prior Requirements

Controlled Scratch is available for use after the installation of the base product is
complete. During the installation, the default values of the ASM2PROT macro need to
be edited for your unique requirements.

The Protect data set contains entries for data sets to be protected from scratch. It is
referenced by default when the $SCRATCH command is issued. The Protect data set
is referenced if enabled by the ASM2PROT macro setting PFILE=YES/NO. Use of
the Protect data set can be overridden on the $SCRATCH or $PROTECT command by
using the PROTDS(Y/N) parameter.
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3.2 Data Set Scratch Selection

Data sets are protected from scratch or selected for scratch by the Scratch Selection
phase(s) of Controlled Scratch. Data set protection is provided in four ways:

■ General protect criteria
■ Protect data set
■ CA-ASM2 built-in protection

 ■ User exits

3.2.1 General Protect Criteria

General protect criteria is only used when the $PROTECT routine is invoked. (It is not
looked at when $SCRATCH is specified.) General protect criteria may be specified
when CA-ASM2 is installed by specifying parameters in the ASM2PROT macro. If
general protect criteria overrides are valid, then general protect criteria can be specified
for each run of the $PROTECT program. Whether or not general protect criteria
overrides are valid are determined by installation options in the ASM2PROT macro.
General protect criteria possibilities follow:

■ Protect high-level data set name indexes
■ Protect all nontemporary data sets
■ Protect nontemporary data sets only if cataloged
■ Protect all GDGs
■ Protect GDGs only if cataloged
■ Protect data sets if the expiration date is in the future
■ Protect data sets for a specified number of days after creation
■ Protect data sets for a specified number of days after last use
■ Protect data sets that are registered in the Protect data set

General protect criteria are specified in the Protect table generated during the system
installation process by specifications in the ASM2PROT macro. The general protect
criteria overrides are specified when the $PROTECT command is the Scratch Selection
phase.

The ASM2PROT macro is covered in detail in the CA-ASM2 Planning Guide.
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3.2.2 Protect Data Set

The Protect data set allows you to register data sets that are never to be scratched by
Controlled Scratch. If you find certain data sets repeatedly being selected for scratch
and withheld from the actual scratch process, you may want to include them in the
Protect data set. The Protect data set can be used to protect specific data sets. This
includes all occurrences of the data set or occurrences only on specified volumes (or
volume prefixes). The Protect data set is created and maintained by the Protect data set
Create/Update Utility. The Protect data set creation and maintenance are discussed on
3-6.

The Protect data set is accessed by the Scratch Selection phase(s) of Controlled
Scratch if you specify PROTDS(YES).

3.2.3 CA-ASM2 Built-in Protection

The following controls are built in to avoid unwanted scratching of data sets:

■ Data sets selected are listed for review before any actual scratching is done.

■ You specify the maximum number of data sets that can be scratched and the
maximum percent of the total data sets analyzed that can be selected. If either
number is exceeded, no data sets are scratched.

■ If the Protect data set is in error, no data sets are scratched.

■ Additionally, data sets are not scratched even after selection if:

The data set is password protected.

The data set is currently in use.

The data set status changes (Opened since it was selected).

The data set has been manually withheld by the Hold utility.

 3.2.4 User Exits

Any specific user protection requirements not available through the use of protection
criteria or scratch criteria can be handled in the Scratch Determination user exit which
gains control from a Scratch Selection phase for every data set selected for scratch.
Additional protection can be provided in the Scratch Verification user exit which
receives control from a Scratch Execution phase just before a data set is scratched
from a volume. In addition, the Demand Scratch user exit receives control for every
data set analyzed. This exit allows you to select data sets for scratching in case the
selection or protection criteria are inadequate for your unique requirements. These
exits are described in detail on 3-23.
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3.3 Protect Data Set Use

The optional Protect data set contains specific entries for data sets to be protected from
scratch when it is enabled. The Protect data set is enabled/disabled at installation time
through the use of the ASM2PROT macro setting PFILE=YES/NO. Use of the Protect
data set can be overridden on the $SCRATCH or $PROTECT command by using the
PROTDS(Y/N) parameter. The Protect data set is referenced by default when the
$SCRATCH command is issued.

The Protect data set entries are created and maintained by the Protect data set
Create/Update utility.

3.3.1 Creating/Maintaining the Protect Data Set

The Protect data set Create/Update utility (ASM2PUUL) commands specify one of the
following actions:

■ Add a particular data set entry to the Protect data set
■ Delete a particular data set entry from the Protect data set
■ Replace a particular data set entry in the Protect data set

Adding a data set entry to the Protect data set permanently protects the data set even if
it is located on multiple volumes, if it is cataloged, or even if it resides only on certain
volumes as indicated by specified keywords. A data set entry can be removed from the
Protect data set or replaced by using the appropriate command. The utility is invoked
by procedure ASM2PUUL. Enter commands using the SYSIN ddname.

Command Format

Command Keyword

 

��─ ──┬ ┬─ADD─ ─DSN=─ ──┬ ┬─blank─ ─,─ ──┬ ┬─ALL──────────────────── ──────────�

 ├ ┤─DEL─ ├ ┤─dsn─── ├ ┤─CATLG──────────────────
 └ ┘─REP─ └ ┘─pdsn�─ │ │┌ ┐─,──────

└ ┘──VOL=(vol1 ───
�

┴─pvol5�─ )

Note:  The ASM2PUUL utility does not create a new Protect data set. It creates a
working copy that must then be copied to the Protect data set with the
ASM2PCUL utility described on 3-9.
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where: 

��─ ──┬ ┬─ADD─ ──────────────────────────────────────────────────────────�

 ├ ┤─DEL─
 └ ┘─REP─

Identifies the command as the Protect data set Create/Update command. (Required)

ADD:  Defines the command as the ADD command. It specifies the addition of a
particular data set entry to an existing or new Protect data set.

DEL:  Identifies the command as the DELETE command. This operation indicates
deletion of a particular data set entry from the Protect data set.

REP:  Defines the command as the REPLACE command. It specifies that a particular
data set entry replaces the current data set entry in the Protect data set. 

��─ ─DSN=─ ──┬ ┬─blank─ ──────────────────────────────────────────────────�

 ├ ┤─dsn───
 └ ┘─pdsn�─

Identifies a data set entry to be added, deleted, or replaced in the Protect data set. If
the data set is a GDG, only the generation index should be specified.

dsn:  Specifies the name of a particular data set. The name can contain no more than
44 characters.

pdsn*:  Specifies the beginning portion of a particular data set name. All data set
names beginning with the selected pdsn are affected by the action indicated by the
keyword. The asterisk (*) must be included. 

��─ ─,─ ──┬ ┬─ALL──────────────────── ────────────────────────────────────�

 ├ ┤─CATLG──────────────────
 │ │┌ ┐─,──────

└ ┘──VOL=(vol1 ───
�

┴─pvol5�─ )

Specifies terms of protection for a data set entry.

ALL:  Specifies that all occurrences of the data set entry are protected. ALL is the
default.

CATLG:  Specifies that all cataloged occurrences of the data set entry are protected.

VOL=(vol1[,...pvol5*]):  Identifies one or more volumes on which the data set may
reside and is protected.

vol:  Identifies a specific volume serial number. At least one volume or pvol* must
be entered and no more than five (vol and pvol* total) can be specified.
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pvol*:  Specifies the beginning portion of a particular volume serial number. All
volume serial numbers prefixed by the selected pvol* are affected by the action
specified by the command. The asterisk (*) must be entered. At least one volume or
pvol* must be entered and no more than five (vol and pvol* total) can be specified.

If none of the above are coded on an ADD or REP command, ALL is the default. If
more than one are coded, the first value encountered is chosen.

ASM2PUUL Command Example

Operation: Add an entry to the Protect data set for data set KGCS.M91001. This data
set is protected only if it resides on volume TEST05.

ADD DSN=KGCS.M91001,VOL=TEST05

Note:  Example JCL for the ASM2PUUL procedure is described on 3-32.

Protect Data Set Update Status Report:  

This report is produced by the Protect data set Update utility, ASM2PUUL, as it
processes updates to the Protect data set. The report lists all keywords entered and
indicates errors. This allows you to determine actions performed by the utility and aids
in locating and solving any problems encountered in processing.

Any error is indicated by a system message that immediately follows the applicable
command. All system messages are listed in CA-ASM2 Messages.

COMPUTER ASSOCIATES PROTECT DATA SET UPDATE UTILITY PAGE 1

CA-ASM2 VERSION 4.2 UPDATE STATUS REPORT MM/DD/YYYY 15:21:22

 REP DSN=SYS1.�

 DEL DSN=SYS2.OLDARCH.�

 ADD DSN=SYS2.ASM2IPC

 ADD DSN=SYS2.ASM2JNL

COMPUTER ASSOCIATES PROTECT DATA SET UPDATE UTILITY PAGE 2

CA-ASM2 VERSION 4.2 UPDATE STATUS REPORT MM/DD/YYYY 15:21:22

ASMPU15� - BEGIN MERGE OF CONTROL STATEMENTS INTO PROTECT DATA SET

ASMPU16� - PROTECT DATA SET UPDATE COMPLETE
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3.3.2 Copying the Protect Data Set

After you have reviewed the Protect Data Set Update Status Report described earlier,
you are ready to copy the new values into the Protect data set. This extra step is a
level of protection and is accomplished by running the Protect Data Set Copy utility.
This utility copies the work file previously created into the original Protect data set.
There are no keywords associated with this utility. It is executed by running the
ASM2PCUL procedure.

Protect Data Set Copy Status Report:  

This report is produced by the Protect data set Copy utility, ASM2PCUL, when it
copies the updated working version of the Protect data set into the production version.
It is generated whenever ASM2PCUL is run and contains only a system message
indicating a successful or unsuccessful copy.

COMPUTER ASSOCIATES PROTECT DATA SET COPY UTILITY PAGE 1

CA-ASM2 VERSION 4.2 COPY STATUS REPORT MM/DD/YYYY 15:21:45

ASMPC�2� - PROTECT DATA SET UPDATE COMPLETE

Note:  Example JCL for the ASM2PCUL procedure is described on 3-34.
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3.3.3 Protect Data Set Report Utility

To facilitate maintenance of the Protect data set, the Protect Data Set Report Utility
(ASM2PRUL) may be run at any time to produce a list of all data set entries currently
protected. There are no keywords associated with the command, simply run the
ASM2PRUL procedure to produce the report.

Protect Data Set Report:  

This report is produced by the Protect Data Set Report Utility as described in the
previous paragraph. It provides a current list of all data set entries protected through
the Protect data set. Each entry is followed by the type of protection selected and the
volser of the specified volumes. The report can be used to determine which data sets
are protected, which data sets no longer need to be protected, and which data sets need
to be added to the Protect data set. All entries in the Protect data set are listed.

COMPUTER ASSOCIATES PROTECT DATA SET REPORT UTILITY PAGE 1

CA-ASM2 VERSION 4.2 PROTECTED DATA SET REPORT MM/DD/YYYY 15:25:13

PROTECT DATA SET NAME IS SYS2.PROTECT CREATED AT 15:21:22 ON MM/DD/YYYY

 DSN ENTRY TYPE VOLUMES

CASJO�2.ASM2� ALL

JOHER�1.ASM2� VOL SJ���

SMITHJOE.PRODTEST.� VOL PTST�

SYS1.� ALL

SYS2.ASM2IPC ALL

SYS2.ASM2JNL ALL

COMPUTER ASSOCIATES PROTECT DATA SET REPORT UTILITY PAGE 2

CA-ASM2 VERSION 4.2 PROTECTED DATA SET REPORT MM/DD/YYYY 15:25:13

PROTECT DATA SET NAME IS SYS2.PROTECT CREATED AT 15:21:22 ON MM/DD/YYYY

 DSN ENTRY TYPE VOLUMES

����6 ENTRIES ARE PROTECTED. �1482 ENTRIES MAY BE PROTECTED WITH THE CURRENT BLOCK LENGTH OF �4212

Note:  Example JCL for the ASM2PRUL procedure is described on 3-35.
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3.4 Scratch Selection Phase

The Controlled Scratch component has two phases; the Scratch Selection and Scratch
Execution phases. The Scratch Selection phase is initiated by entering either the
$SCRATCH or $PROTECT command under TSO or in batch using the ASM2SSEL
procedure. A summary of the chronological procedure for using the Scratch Selection
phase follows:

1. You enter the $PROTECT command with associated keywords if scratching by
the protect method or enter the $SCRATCH command with associated keywords
if scratching by the scratch method.

2. All entries in the Scratch Selection data set are removed.

3. For each data set on the selected volumes:

■ The Demand Scratch user exit is processed.

■ CA-ASM2 performs a protection criteria check using protect override
statements (if any) and the Protect data set.

■ The Scratch Determination user exit is processed.

4. The Scratch Selection data set is updated and the Scratch Selection report is
generated.

5. You review the Scratch Selection report to make sure all data sets listed are to be
scratched. If any data sets are not to be scratched, the HOLD utility is run.

6. As a result of running the HOLD utility, the Scratch Selection Hold report is
generated.

7. You review the report and repeat any steps above as necessary. This completes the
scratch selection process. Data sets are not actually scratched until the Scratch
Execution phase is run.

Note:  Example JCL for the ASM2SSEL procedure is described on 3-36.
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 3.4.1 $PROTECT Command

The $PROTECT command specifies criteria that identifies data sets to be protected
from scratching. All other data sets are selected for scratching. $PROTECT offers a
powerful mechanism for enforcing information center standards. The $PROTECT
command is issued through TSO or with the ASM2SSEL procedure to perform the
Scratch Selection phase. The $PROTECT command is mutually exclusive with the
$SCRATCH command described on 3-17.

When the CA-ASM2 base product is installed, the installer has the option to specify
general protection criteria through the protection criteria macro, ASM2PROT. At that
time, the installer can also specify certain protection criteria that can be temporarily
overridden when the $PROTECT command is run. Criteria selected to be temporarily
overridden is specified using keywords associated with the $PROTECT command.
Only criteria selected as override options in the ASM2PROT macro can be overridden.
The ASM2PROT macro is covered in detail in the CA-ASM2 Planning Guide.

$PROTECT Command Keywords:  

The $PROTECT command is shown next with its associated keywords. Keywords
may be entered in any order.

where:

Command Keyword
$PROTECT AGE(n)

CLUSTER
DATA
DATASPACE
GDG(x)
IF(field oper val)

ANDIFx(field oper val)
ORIFx(field oper val)
ANDx(field oper val)
ORx(field oper val)

LEVEL(x)
LIKE(x)
MAXSCR(n)
MSVGP(x)
NONTEMP(x)
NOTLIKE(x)
NOTVOL(x)
PCTSCR(n)
PRINT(x)
PROTDS(x)
PROTEXPDT(x)
USE(n)
VOLUME(x)
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$PROTECT Is a TSO command that triggers the scratch selection process that
includes data sets in the Scratch Selection data set if they are not
protected by the Protect Table or by protection parameters
specified on the $PROTECT command. (This command is
mutually exclusive with $SCRATCH.)

AGE(n) Specifies the maximum number of days since creation that a data
set is protected. This value may be from 0 to 365.

CLUSTER Indicates that VSAM data sets are to be processed under the
cluster name rather than by the data and index component
names. This keyword is meaningful only when the VOLUME
keyword is specified.

DATA Indicates that VSAM data sets are to be processed under the data
and index component names rather than by their cluster names.
This keyword is meaningful only when the VOLUME keyword
is specified.

DATASPACE VSAM data sets are processed only by the information contained
in the DSCB in the VTOC. This keyword is meaningful only
when the VOLUME keyword is specified.

GDG(x) Specifies the level of protection given to generation data sets.
The values of x may be NO, CATLG, or ALL. The meanings
and other considerations of this keyword are identical to
NONTEMP(x) above.

IF(field oper val) Specifies the first test for data set selection. It must be present
for any ANDx, ORx, ANDIFx, or ORIFx to be interpreted. For
example: IF(DSORG EQ PO).

IF begins the first logical set of conditions. A logical set of
conditions is comprised of an IF, ANDIFx, or ORIFx keyword
followed by a number of ANDx and/or ORx operators until the
next ANDIFx or ORIFx is encountered. The conditions of a
logical set are evaluated to TRUE or FALSE. The evaluation
within a logical set is strictly left to right.

A maximum of ten AND operators (AND1, AND2, ...AND10)
can follow the IF keyword. The results of these operators allow a
data set to be selected only if all prior tests within the current
logical set are also true.

A maximum of ten OR operators (OR1, OR2, ...OR10) can
follow the IF keyword. The results of these operators allow a
data set to be protected regardless of all prior tests within the
current logical set. For example:

IF(DSORG EQ PO) OR1(DSORG EQ PS) AND2(RECFM EQ FB)

selects for protection (1) partitioned data sets are fixed blocked,
and (2) sequential data sets that are fixed blocked.
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A maximum of ten ANDIF operators (ANDIF1, ANDIF2,
...ANDIF10) can follow the IF keyword. ANDIF is a compound
operator used to begin a new logical set. The condition specified
on the ANDIF and any subsequent ANDx or ORx operators that
follow forms the value of this logical set. For a data set to be
protected, the value of this logical set and the evaluation of all
prior sets must be true.

A maximum of ten ORIF operators (ORIF1, ORIF2, ...ORIF10)
can follow the IF keyword. ORIF is a compound operator used
to begin a new logical set. The condition specified on the ORIF
and any subsequent ANDx or ORx operators that follow forms
the value of this logical set. A data set is protected if the value
of this logical set is true regardless of the value of any previous
logical sets.

Note:  The total number of AND, OR, ANDIF, and ORIF
operators you can use is ten. At each level (1-10), these
operators are mutually exclusive. This means if you
specify OR1, you should not specify AND1, ANDIF1, or
ORIF1. Additional information can be found in the
CA-RSVP User Guide.

LEVEL(x) Specifies which catalog node or nodes are to be searched.
LEVEL may specify one or more high-level qualifiers to be
processed. The LEVEL keyword is mutually exclusive with the
VOLUME keyword described on 3-16.

Note:  The VOLUME or LEVEL keyword specifies which
VOLUMES or OS catalog high-level indexes are to be
processed (not protected). VOL(SJ0001) specifies to
process all data sets on volume SJ0001. Other criteria
indicates which data sets on this volume are protected.
LEVEL(JOESMITH) specifies to process all cataloged
data sets with the high-level index of JOESMITH. Other
criteria indicates which of all these data sets are
protected. If the VOLUME or LEVEL keywords are not
specified, LEVEL(userid) is assumed. See the CA-RSVP
User Guide for further information.

LIKE(x) Specifies a list of data set name patterns that are protected. Data
sets that do not match a pattern must be protected through some
other means.

MAXSCR(n) Indicates the maximum number of data sets that can be selected
for scratching. If this value is exceeded, no data sets are written
to the Scratch Selection data set. The value of n can be from 0
to 9999. The default is provided by the ASM2PROT macro.

MSVGP(x) Specifies which mass storage volume groups are to be analyzed.
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NONTEMP(x) Specifies the level of protection given to nontemporary data sets.
The values of x may be NO, CATLG, or ALL. NO, the default,
means no special protection consideration should be given to
nontemporary data sets. CATLG means that nontemporary data
sets are protected if they are cataloged. ALL means that all
nontemporary data sets are protected.

NOTLIKE(x) Specifies a list of data set name patterns that are not protected.
All other data set names are protected.

NOTVOL(x) Specifies a list of volumes or volume prefixes that are NOT to
be analyzed. Notice that VOLUME or LEVEL must also be
specified.

PCTSCR(n) Indicates the maximum percentage of all data sets analyzed that
can be scratched. If this value is exceeded, no data sets are
scratched. The value of n can be from 0 to 100. The default is
provided by the ASM2PROT macro.

PRINT(x) Modifies or replaces the print list. There are four options for
using this keyword:

ADD Adds fields to the print list. Following ADD, enter a list
of fields. The first field entered must be a field that is in
the active print list. Insert the additional fields listed after
the first field. For example: PRINT(ADD (LSTUS
LMDATE LMTIM LMJOB)) inserts LMDATE, LMTIM
and LMJOB into the print list following LSTUS.

REP Replaces a field in the print list with other fields. The
format is the same as ADD, but the first field listed is
deleted from the list.

DEL Deletes fields in the current print list. If only one field is
being deleted, it is not necessary to put it into
parentheses, but multiple fields must be in parentheses.

NEW Ignores the print list and creates a new print list using the
fields in parentheses. If there is only one field, it is not
necessary to put it into parentheses, but multiple fields
must be in parentheses.

When using the PRINT keyword, a blank must follow the ADD,
REP, DEL, and NEW operands. For more detailed information
on PRINT, see the CA-RSVP User Guide.

PROTDS(x) Indicates whether the Protect data set is to be referenced during
scratch selection. The values of x may be YES or NO. YES is
the default. The default can be changed by altering the
ASM2PROT macro specification of PFILE=.

PROTEXPDT(x) Specifies whether or not data sets are protected by expiration
date. The values for x may be YES or NO. NO, the default,
indicates that data sets are not to be protected by their expiration
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date. YES indicates that data sets are to be protected until after
their expiration date has passed.

USE(n) Specifies the maximum number of days that can elapse after a
data set was last accessed. Data sets that do not exceed this
value are protected. This value may be from 0 to 365.

VOLUME(x) Specifies a list of volumes or volume prefixes that are to be
analyzed. The VOLUME keyword is mutually exclusive with
the LEVEL keyword described on 3-14. An asterisk (*) is used
to search all volumes. See the note associated with the LEVEL
keyword for further information.

$PROTECT Command Examples:  

Operation: Search all volumes. Use the Protect table to determine which data sets are
to be scratched. Temporarily override the MAXSCR and AGE values specified by the
protection criteria macro (ASM2PROT). Select all data sets that are over five days old
from every volume in the information center. Apply the default protection set up by
the ASM2PROT table. If more than 91 data sets are selected, do not scratch any data
sets. Any data sets six days old or older are not protected.

$PROTECT MAXSCR(91) AGE(5) VOLUME(�)

Operation: Search the OS catalog for data sets with the high-level index TESTBED
and protect the data sets one day old or less from controlled scratch. A data set is
created on 04/11/98. The data set is not selected for scratch until 04/13/98. Also, use
the Protect table to determine which data sets are to be scratched.

$PROTECT AGE(1) LEVEL(TESTBED)

Operation: Search all volumes beginning with WORK and protect all data sets used
during the last two days from controlled scratch. If a data set was last opened
04/10/98, that data set is not selected for scratch until after 04/12/98. Also, use the
Protect table to determine which data sets are to be scratched.

$PROTECT USE(2) VOL(WORK)

Operation: Protect only those data sets which are specified in the Protect data set or
meet the criteria in the ASM2PROT table and scratch all others.

$PROTECT VOL(�) PROTDS(YES)

Operation: Search volumes PAYDY1 and PAYDY2 and protect the payroll files or
files that have no used space on those volumes. Also, use the Protect table to
determine which data sets are to be scratched.

$PROTECT VOL(PAYDY1 PAYDY2) -

IF(DSN EQ PAYROLL.) OR1(USED LE �)
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 3.4.2 $SCRATCH Command

The $SCRATCH command specifies criteria that identifies data sets to be scratched. It
is issued through TSO or with the ASM2SSEL procedure to initialize the Scratch
Selection phase. The $SCRATCH command is mutually exclusive with the
$PROTECT command described on 3-12.

$SCRATCH Command Keywords:  The $SCRATCH command is shown here
with its associated keywords used in selecting data sets eligible for controlled scratch.
Keywords may be entered in any order.

Command Keyword
$SCRATCH CLUSTER DATA

DATASPACE
IF(field oper val)

ANDIFx(field oper val)
ORIFx(field oper val)
ANDx(field oper val)
ORx(field oper val)

LEVEL
LIKE(x)
MAXSCR(n)
MSVGP(x)
NOTLIKE(x)
NOTVOL(x)
PCTSCR(n)
PRINT
PROTDS(x)
VOLUME(x)
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where:

$SCRATCH Is a TSO command that specifies criteria identifying data sets to be
scratched. (This command is mutually exclusive with $PROTECT.)

CLUSTER Indicates that VSAM data sets are to be processed under the cluster
name rather than by the data and index component names. This
keyword is meaningful only when the VOLUME keyword is
specified.

DATA Indicates that VSAM data sets are to be processed under the data
and index component names rather than by their cluster names.
This keyword is meaningful only when the VOLUME keyword is
specified.

DATASPACE VSAM data sets are processed only by the information contained in
the DSCB in the VTOC. This keyword is meaningful only when
the VOLUME keyword is specified.

IF(field oper val) Specifies the first test for data set scratch selection. It must be
present for any ANDx, ORx, ANDIFx, or ORIFx to be interpreted.
For example: 

IF(DSORG EQ PO)

.

IF begins the first logical set of conditions. A logical set of
conditions is comprised of an IF, ANDIFx, or ORIFx operator
followed by a number of ANDx or ORx operators until the next
ANDIFx or ORIFx is encountered. The conditions of a logical set
are evaluated to TRUE or FALSE. The evaluation within a logical
set is strictly left to right.

A maximum of ten AND operators (AND1, AND2, ...AND10) can
follow the IF keyword. The results of these operators allow a data
set to be scratched only if all prior tests within the current logical
set are also true.

A maximum of ten OR operators (OR1, OR2, ...OR10) can follow
the IF keyword. The results of these operators allow a data set to
be scratched regardless of all prior tests within the current logical
set. For example:

IF(DSORG EQ PO) OR2(DSORG EQ PS) AND1(RECFM EQ FB)

selects to scratch (1) partitioned data sets that are fixed blocked,
and (2) sequential data sets that are fixed blocked.

A maximum of ten ANDIF operators (ANDIF1, ANDIF2,
...ANDIF10) can follow the IF keyword. ANDIF is a compound
operator used to begin a new logical set. The condition specified on
the ANDIF and any subsequent ANDx or ORx operators that
follow forms the value of this logical set. For a data set to be
scratched, the value of this logical set and the evaluation of all
prior sets must be true.
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A maximum of ten ORIF operators (ORIF1, ORIF2, ...ORIF10) can
follow the IF keyword. ORIF is a compound operator used to begin
a new logical set. The condition specified on the ORIF and any
subsequent ANDx or ORx operators that follow forms the value of
this logical set. A data set is selected for scratch if the value of this
logical set is true regardless of the value of any previous logical
sets.

Note:  The total number of AND, OR, ANDIF, and ORIF
operators you can use is ten. At each level (1-10), these
operators are mutually exclusive. This means if you
specify OR1, you should not specify AND1, ANDIF1, or
ORIF1. Additional information can be found in the
CA-RSVP User Guide.

LEVEL(x) Specifies which catalog node or nodes are to be searched. LEVEL
may specify one or more high-level qualifiers to be processed. The
LEVEL keyword is mutually exclusive with the VOLUME
keyword described on 3-20.

Note:  The VOLUME or LEVEL keyword specifies which
VOLUMES or OS catalog high-level indexes are to be
processed (not protected). VOL(SJ0001) specifies to process
all data sets on volume SJ0001. Other criteria indicates
which data sets on this volume are protected.
LEVEL(JOESMITH) specifies to process all cataloged data
sets with the high-level index of JOESMITH. Other criteria
indicates which of all these data sets are protected. If the
VOLUME or LEVEL keywords are not specified,
LEVEL(userid) is assumed. See the CA-RSVP User Guide
for further information.

LIKE(x) Specifies a list of data set name patterns that are scratched. Data
sets that do not match a pattern must be scratched through some
other means.

MAXSCR(n) Indicates the maximum number of data sets that can be selected for
scratching. If this value is exceeded, no data sets are written to the
Scratch Selection data set. The value of n can be from 0 to 9999.
The default is zero.

MSVGP(x) Specifies which mass storage volume groups are to be analyzed.

NOTLIKE(x) Specifies a list of data set name patterns that are NOT scratched.
All other data set names ARE scratched.

NOTVOL(x) Specifies a list of volumes or volume prefixes that are NOT to be
analyzed. Notice that VOLUME or LEVEL must also be specified.

PCTSCR(n) Indicates the maximum percentage of all data sets that can be
scratched. If this value is exceeded, no data sets are scratched. The
value of n can be from 0 to 100. The default is zero.
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PRINT(x) Modifies or replaces the print list. There are four options for using
this keyword:

ADD Adds fields to the print list. Following ADD, enter a list of
fields. The first field entered must be a field that is in the
active print list. Insert the additional fields listed after the
first field. For example: PRINT(ADD (LSTUS LMDATE
LMTIM LMJOB)) inserts LMDATE, LMTIM and LMJOB
into the print list following LSTUS.

REP Replaces a field in the print list with other fields. The
format is the same as ADD, but the first field listed is
deleted from the list.

DEL Deletes fields in the current print list. If only one field is
being deleted, it is not necessary to put it into parentheses,
but multiple fields must be in parentheses.

NEW Ignores the print list and creates a new print list using the
fields in parentheses. If there is only one field, it is not
necessary to put it into parentheses, but multiple fields must
be in parentheses.

When using the PRINT keyword, a blank must follow the ADD,
REP, DEL, and NEW operands. For more detailed information on
PRINT, see the CA-RSVP User Guide.

PROTDS(x) Indicates whether or not the Protect data set is to be referenced
during scratch selection. The values of x may be YES or NO. YES
is the default.

VOLUME(x) Specifies a list of volumes or volume prefixes that are to be
analyzed. The VOLUME keyword is mutually exclusive with the
LEVEL keyword described on 3-19. An asterisk (*) is used to
search all volumes. See the note associated with the LEVEL
keyword for further information.
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$SCRATCH Command Examples:  

Operation 1:

Search the OS catalog for data set names with the high-level index of PAY and scratch
data sets if last used is more than seven days old and its allocation is greater than 100
tracks or if created more than three days ago, not used in three days and its allocation
is greater than 500 tracks.

$SCRATCH LEVEL(PAY) IF(LSTUS LT �-7) AND1(ALLOC GT 1��) -

ORIF2(CREDT LT �-3) AND3(LSTUS LT �-3) -

AND4(ALLOC GT 5��) -

 TRKS

Operation 2:

Scratch data sets which have prefixes ABC, TFG., and PRL

$SCRATCH VOL(�) LIKE(ABC-.- TFG.- PRL-.-)

Operation 3:

Scratch all data sets which have not been used in 45 days and have an allocated size
greater than three cylinders.

$SCRATCH VOL(�) IF(LSTUS LT �-45) AND1(ALLOC GT 3) CYLS

Operation 4:

Use the Protect data set and scratch all data sets except those beginning ABC.A,
ABC.B, XYZ.A, and XYZ.B if the allocated size is less than 100 tracks and not used
in 21 days and created more than 100 days ago, or if the size is greater than 1000
tracks and not used in seven days and created more than 14 days ago.

$SCRATCH VOL(�) NOTLIKE(ABC.A-.- ABC.B-.- XYZ.A-.- XYZ.B-.-) -

IF(ALLOC LT 1��) AND1(LSTUS LT �-21) AND2(CREDT LT �-1��) -

ORIF3(ALLOC GT 1���) AND4(LSTUS LT �-7) AND5(CREDT LT �-14) -

 TRKS PROTDS(YES)

Operation 5:

Scratch all data sets on volumes beginning with TSO and TEST that contain the string
TEST as part of the data set name. Sort the report by volume and the starting track
number of each data set. Add the starting track number to the report after the volume
field.

$SCRATCH VOL(TSO TEST) LIKE(-.-TEST-.-) SORT(VOL STRACK) -

PRINT(ADD (VOLUME STRACK))
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3.4.3 Command Control Keywords

In addition to the keywords used with the $PROTECT and $SCRATCH commands for
selecting data sets to be protected or scratched, the following keywords are supported
for additional control:

CYLS Means SIZE, USED, ALLOC, VOLSPC and other allocation
type fields are expressed in cylinders.

INDEXTOTALS(n) Provides subtotals on the high-level qualifier(s) of the
DSNAME. It is valid only if DSNAME is the first sort field;
if not, SUBTOTALS is assumed instead of INDEXTOTALS.
The default is 1, indicating a subtotal on the first index level.
You can enter a value of 1, 2, 3 or 4 to indicate the index
level on which subtotaling is to be done. For example:
SORT(DSNAME)INDEXTOTALS gives subtotals each time
the high-level qualifier changes while
SORT(DSNAME)INDEXTOTALS(2) subtotals whenever the
second-level qualifier changes and when the high-level
qualifier changes.

KBYTES Means SIZE, USED, ALLOC, VOLSPC and other allocation
type fields are expressed in kilobytes. This is the default.

LINES(n) Defines the number of lines per page. The default is 60 but
you can change it in the user CSECT. For example:
LINES(80) sets the number of lines per page to 80.

MBYTES Means SIZE, USED, ALLOC, VOLSPC and other allocation
type fields are expressed in megabytes.

NOTOTALS Eliminates all subtotals and the final totals.

SORT/NOSORT Used to select alternative sort sequences for the Scratch
Selection report. The fields that you may sort on are DSN,
VOL, EXPDT, CREDT, LSTOPN, PCTUSE, LRD and
DSORG. If no SORT keyword is specified, the default is
SORT(DSNAME,VOLUME). If DSNAME is not the first
SORT field, INDEXTOTALS is not allowed.

SUBTOTALS(n) Provides subtotaling whenever the primary sort field changes.
An integer in parentheses following SUBTOTALS indicates
the number of meaningful characters in the primary sort field.
Whenever these characters change, subtotaling is done. For
example: SORT(VOLUME DSNAME)SUBTOTALS gives a
subtotal each time the volume changes, while
SORT(DSNAME)SUBTOTALS(4) gives a subtotal every time
any of the first four characters of DSNAME changes.

TOTALS(n) Similar to SUBTOTALS, it causes totaling to occur whenever
the primary sort field changes. An integer in parentheses
following TOTALS indicates the number of meaningful
characters in the primary sort field. Whenever these characters
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change, totaling is done. For example: SORT(VOLUME
DSNAME)TOTALS gives a total each time the volume
changes, while SORT(DSNAME)TOTALS(4) gives a total
every time any of the first four characters of DSNAME
changes.

TRKS Means SIZE, USED, ALLOC, VOLSPC and other allocation
type fields are expressed in tracks.

 3.4.4 User Exits

Any specific user options not allowed through use of the $PROTECT or $SCRATCH
commands can be handled in the Scratch Determination user exit which gains control
during the Scratch Selection phase. Demand scratching of data sets can be forced by
the Demand Scratch user exit.

3.4.4.1 Demand Scratch User Exit ($CTLSCDM)

The $CTLSCDM user exit is invoked during selection of a data set for controlled
scratch. For every data set on the volumes being considered, $CTLSCDM receives
control prior to checking for any of the protection criteria. At entry to the exit routine,
register 1 contains the address of the parameter list of 4-byte addresses.

The Demand Scratch user exit can test to resolve if a data set is to be:

■ Processed using the specified criteria
■ Scratched without being processed against the specified criteria
■ Protected without being processed against the specified criteria

Before the $CTLSCDM user exit returns control to CA-ASM2, it must place a return
code in register 15.

Return Codes

0 The data set is to be checked using the specified criteria and protected or selected
for scratch accordingly.

4 The data set is to be selected for scratch without being checked against the
specified criteria. If the Scratch Determination user exit ($CTLSCDE) is present,
it is called prior to scratch selection.

8 The data set is protected from scratch selection.

During selection processing, CA-ASM2 loads the exit module $CTLSCDM, if found,
and passes control to it each time a data set is processed. If $CTLSCDM cannot be
located in a STEPLIB data set, JOBLIB data set or system load library, CA-ASM2
assumes the Demand Scratch user exit is not to be used in the scratch selection
process.
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Address Description

A(VOLUME) This address points to the 6-byte field containing the volume serial
number of the data set. It is left-justified and padded with blanks.

A(DSCBF1) This address points to the 140-byte field containing the Format 1
DSCB of the data set.

A(DSCBF2) This address points to the 140-byte field containing the Format 2
DSCB of the data set.

A(DSCBF3) This address points to the 140-byte field containing the Format 3
DSCB of the data set.

A(WORK) This address points to the Allocated data set File work area.

Note:  If Format-2, Format-3, or A(WORK) does not exist for a data
set, the address field in the parameter list contains zero.

3.4.4.2 Scratch Determination User Exit ($CTLSCDE)

The $CTLSCDE user exit is called during selection of a data set for controlled scratch.
The exit receives control when a data set has been selected for subsequent scratching.
Control is given before the data set is identified in the Scratch Selection data set. At
entry to the exit routine, register 1 contains the address of the parameter list of 4-byte
addresses.

The Scratch Determination user exit tests to resolve if a data set can be selected for
scratch or performs other user needed statistical processing.

Before the $CTLSCDE user exit returns to CA-ASM2, it must place a return code in
register 15.

Return Codes

0 The data set is selected for controlled scratch.

4 The data set is not selected for scratch.

During selection processing, CA-ASM2 selects data sets not protected through any
protection criteria chosen by you. The system loads the user exit module $CTLSCDE,
if found, and gives it control. If the module $CTLSCDE is not located in a STEPLIB
data set, JOBLIB data set. or system load library, CA-ASM2 assumes the Scratch
Determination user exit is not wanted in the scratch selection process.
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3.4.5 Scratch Selection Report

This report is produced by either the $SCRATCH or $PROTECT command through
TSO or by executing the ASM2SSEL procedure. This report reflects the contents of
the CA-ASM2 Scratch Selection data set which contains a list of all data sets selected
for scratch. Reviewing this report before executing the Scratch Execution phase may
prevent valuable data sets from being scratched through oversight. If you identify a
data set in this report that should not be scratched, that data set may be held from
scratching using the HOLD statement, described on 3-26.

For every data set selected to be scratched, there is a detail line in the Scratch
Selection report and a corresponding record in the Scratch Selection data set.

 COMPUTER ASSOCIATES SCRATCH SELECTION REPORT

 CA-ASM2 VERSION 4.2 SORTED BY DSNAME 13:36:1

 VOLUME DSNAME CREDT EXPDT LMDATE LSTUS ALLOC DSCOUNT CB

 SJ���4 CN9���.QC.$QM�PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM1PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM1PS �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM1PSFB �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM1PSV �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM1�PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM11PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM12PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM13PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM14PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM15PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM2PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM3PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM4PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM5PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM6PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM7PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM8PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$QM9PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 1

 SJ���5 CN9���.QC.$SM�PO �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 3

 SJ���5 CN9���.QC.$SM1PO �2/�8/98 ��/��/�� ��/��/�� �2/�8/98 3

 SJ���5 CN9���.QC.$SM1PS �2/�8/98 ��/��/�� �2/�8/93 �2/�8/98 3

 SJ���5 CN9���.QC.$SM1PSFB �2/�8/98 ��/��/�� ��/��/�� ��/��/�� 3

 TOTAL 31 23

 COMPUTER ASSOCIATES SCRATCH SELECTION REPORT

 CA-ASM2 VERSION 4.2 SORTED BY DSNAME 13:36:1

VOLUME UNIT VOLATTR SPACE BEFORE SPACE AFTER %BEF %AFT %CHG #SCRATCHED

SJ���1 339� PRIVATE 1962 1962 7 7 � �

 SJ���2 339� PRIVATE 4562 4562 17 17 � �

SJ���3 339� PRIVATE 2�74 2�74 8 8 � �

 SJ���4 339� PRIVATE 3589 359� 21 21 � 1

 SJ���5 339� PRIVATE 451� 4583 11 12 1 37
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 3.4.6 Hold Utility

The Scratch Execution phase should not be run until the Scratch Selection report is
reviewed and it is ascertained that all of the data sets listed on the report are valid data
sets to be scratched. If, as a result of reviewing the report you discover one or more
data sets that you desire not to be scratched, the Hold utility may be utilized to specify
data sets to be withheld from the scratch process.

Note:  If you find the same data sets repeatedly needing to have HOLD statements
coded to protect them, you should consider registering those data sets in the
Protect data set.

To withhold data sets from being scratched during the Scratch Execution phase,
execute the ASM2SUUL procedure. Specify the names to be held as part of the
SYSIN ddname input stream.

 Hold Statement: 

The Hold Statement has the following format:

Operation Operand

HOLD dsn,vol

where:

HOLD Identifies the control statement as a Scratch Selection data set update
control statement. This is a required field. It must be coded beginning in
column 1 and must be terminated by at least one space.

dsn Specifies the name of a particular data set on which a manual hold is
being placed. The data set name can contain a maximum of 44 characters.
The absolute generation number must be specified for a GDG. This is a
positional parameter.

vol Identifies the volume serial number of the data set. The volume serial
number can be a maximum of six characters. This is a positional
parameter. If a data set resides on multiple volumes and is to be held,
a HOLD statement must be entered for each volume.
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Scratch Selection Data Set Hold Report:  

This report is produced by the Scratch Selection data set Hold Utility (ASM2SUUL) as
it processes HOLD commands. Following each HOLD command is an indication that
either the data set was manually withheld from scratch or the data set name was not
located.

Note:  Example JCL for the ASM2SUUL procedure is described on 3-37.

COMPUTER ASSOCIATES SCRATCH SELECTION DATA SET UPDATE UTILITY PAGE 1

CA-ASM2 VERSION 4.2 UPDATE STATUS REPORT MM/DD/YYYY �8:46:19

HOLD BCDEF�1.TEST.MASTER,PROD�1

 DSN NAME BCDEF�1.TEST.MASTER MANUALLY HELD

HOLD MURTO�1.TEMP.ASM2IPC,PROD�2

 DSN NAME MNOPQ�1.TEMP.ASM2IPC MANUALLY HELD

3.4.7 Scratch Selection Data Set Report Utility

The Scratch Selection Data Set Report Utility can be used at any time to list data sets
in the Scratch Selection data set. Unlike the Scratch Selection report, this utility
produces a list of data sets to be scratched without the need of entering the
$SCRATCH or $PROTECT commands. The utility is invoked by executing the
ASM2SRUL procedure.

Scratch Selection Data Set Report Utility Report:  

This report is not as comprehensive as the Scratch Selection report as far as fields
reported on but does list all data sets and offers several features. To the right of each
data set listed, those data sets being withheld from scratch are marked as manually
held. In addition, if either the MAXSCR or PCTSCT parameter values were exceeded,
this is also noted.

The report also indicates if the Scratch Selection data set has already been reset as a
result of running the ASM2CSCR procedure by displaying that this data set is
completely empty and processed, thereby showing no data sets. Should procedure
ASM2CSCR be in progress, this is also noted.

COMPUTER ASSOCIATES SCRATCH SELECTION DATA SET REPORT UTILITY PAGE1

CA-ASM2 VERSION 4.2 14.56.31 ON MM/DD/YYYY

 DSN NAME SMITHJOE.SCRATCH.PAAAA

 DSN NAME SMITHJOE.SCRATCH.PDMC

 DSN NAME SMITHJOE.SCRATCH.PO

 DSN NAME SMITHJOE.SCRATCH.PS MANUALLY HELD

Note:  Example JCL for the ASM2SRUL procedure is described on 3-38.
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3.5 Scratch Execution Phase

After completing all of the steps associated with the Scratch Selection phase,
reviewing the Scratch Selection report, and taking any appropriate action you are ready
to run the Scratch Execution phase which actually scratches data sets eligible for
scratch. This is done by executing the ASM2CSCR procedure.

A summary of the chronological procedure for using the Scratch Execution phase
follows:

1. The Scratch Selection data set produced by the Scratch Selection phase is read for
a list of data sets to be scratched.

2. The Scratch Verification user exit is processed (if present) to monitor and subject
scratch processing to additional user criteria.

3. Data sets meeting final scratch criteria are scratched.

4. The Controlled Scratch Status report is generated.

5. The Scratch Processing Control report is generated.

6. The Controlled Scratch Exception report is generated.

7. The Scratch Selection data set is marked as completely processed.

3.5.1 Control Statement Format

There is one control statement associated with the ASM2CSCR procedure:

Operation Operand

REPORT ASM2nnn

 [,SORT=(sort1,...,sort4) ]

where:

REPORT Defines the statement as a REPORT control statement.

ASM2xxx Specifies the report requested. The xxx is a valid 3-digit ASM2 report
number. ASM2302 and/or ASM2303 may be requested. ASM2302 is
the Controlled Scratch Status Report and ASM2303 is the Controlled
Scratch Exception Report.

SORT Specifies the user sort options for the report. Valid sort fields are DSN,
VOL, EXPDT, CREDT, LSTOPN, PCTUSE, LRD, and DSORG. The
default sequence of DSN and VOL is selected if this keyword is not
entered.

3-28 System Reference Guide



3.5 Scratch Execution Phase

 3.5.2 Edit Mode

The edit mode simulates scratch processing but no data set is scratched. This allows
you to get reports showing you what would happen if the Scratch Execution phase was
actually allowed to scratch data sets. You can then edit these data sets before running
the Scratch Execution phase again without edit to do the actual scratching. The edit
mode is specified as:

PARM='[EDIT][,DELAY=nnn]'

where DELAY=nnn specifies the delay in hours between the selection of data sets in
the Scratch Selection phase and the scratching in the Scratch Execution phase. This
delay gives you time to review the Scratch Selection report which is generated after
the Scratch Selection phase. If the specified time period has not elapsed, the job
abends.

Example JCL for the ASM2CSCR procedure is described on 3-39.

3.5.3 Scratch Verification User Exit ($CTLSCVE)

The $CTLSCVE user exit is processed during controlled scratch of previously selected
data sets. $CTLSCVE receives control just before a data set is scratched from a
volume. At entry to the exit routine, register 1 contains the address of a parameter list
of two 4-byte addresses. Register 13 contains the address of an 18 fullword save area
where you must store the registers. Return is accomplished by register 14. The register
convention must be followed, the parameters passed, and the data must not be altered.

The Scratch Verification user exit tests to determine if a data set should be scratched
or performs other functions, such as keeping statistics.

Before the $CTLSCVE exit routine returns control to CA-ASM2, it must place a
return code in register 15.

Return Codes

0 The data set is to be scratched.

4 The data set is not to be scratched.

During the Scratch Execution phase before a data set is actually scratched, CA-ASM2
determines whether this user exit is to be taken by locating the module $CTLSCVE. If
the user exit is found, CA-ASM2 loads the module and gives it control. If the user exit
is not found, CA-ASM2 assumes that no user processing is necessary for the
controlled scratch process.
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Address Description

A(VOLUME) This address points to the 6-byte field containing the volume serial
number of the data set, left-justified and padded with blanks.

A(DSCBF1) This address points to the 140-byte field containing the Format-1
DSCB of the data set.

3.5.4 Scratch Execution Reports

This report is produced automatically by the Scratch Execution phase as it processes
the Scratch Selection data set. For every record in the Scratch Selection data set, there
is a detail report line in this report.

Controlled Scratch Status Report:  

COMPUTER ASSOCIATES CONTROLLED SCRATCH STATUS PAGE 1

CA-ASM2 VERSION 4.2 SORTED BY - DSNAME,VOLUME MM/DD/YYYY 18:39:�7

VOLUME DATA SET NAME SCRATCH STATUS UNCATALOG STATUS

SJ���1 CASJO�2.TEMP.WORK YES YES

SJ���1 CASJO�2.TEST.MASTER YES YES

SJ���1 CASJO�2.VSAM.KSDS YES YES

SJ���1 JOHER�1.KSDS.VSAMTEST YES YES

SJ���1 JOHER�1.NEWPROD.TEMP.MASTER NO, MANUALLY HELD NO, NOT SCRATCHED

SJ���1 JOHER�1.NEWPROD.TEMP.JOURNAL NO, MANUALLY HELD NO, NOT SCRATCHED

SJ���1 SMITHJOE.SAVE.DUMP YES YES

TOTAL NO. OF DATA SETS SELECTED FOR SCRATCH - �����7

TOTAL NO. OF DATA SETS SCRATCHED - �����5

TOTAL SPACE FREED AFTER SCRATCH

 DEVICE CYL TRK

 339� 3 2
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Scratch Processing Control Report:  

This report is produced by the controlled scratch component as it processes the Scratch
Selection data set. It lists all control statements entered to the system and indicates
errors. It enables you to determine the actions performed by the scratch execution
phase and indicates the specific options with which the program was run.

 COMPUTER ASSOCIATES CONTROLLED SCRATCH PROCESSING MESSAGES PAGE 1

 CA-ASM2 VERSION 4.2 CONTROL CARDS 19.38.27 ON MM/DD/YYYY

 REPORT ASM23�2,SORT=(CREDT,VOL,DSN)

 REPORT ASM23�3,SORT=(VOL,CREDT,DSN)

Controlled Scratch Exception Report:  

This report is produced by the Scratch Execution phase as it processes the Scratch
Selection data set. For each report line listed in the Controlled Scratch Status report
that details any type of scratch or uncatalog problem, that report line is echoed in this
report. This provides you with a convenient way to review all of the problems in one
place.

COMPUTER ASSOCIATES CONTROLLED SCRATCH EXCEPTION REPORT PAGE 1

CA-ASM2 VERSION 4.2 SORTED BY - DSNAME,VOLUME MM/DD/YYYY 18:39:�7

VOLUME DATA SET NAME SCRATCH STATUS UNCATALOG STATUS

SJ���1 JOHER�1.NEWPROD.TEMP.MASTER NO, MANUALLY HELD NO, NOT SCRATCHED

SJ���1 JOHER�1.NEWPROD.TEMP.JOURNAL NO, MANUALLY HELD NO, NOT SCRATCHED

TOTAL NUMBER OF DATA SETS - �����2
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 3.6 JCL Examples

This section provides sample JCL for the various procedures described in this chapter.
These are examples only and need to be modified to meet your unique system
requirements. After updating the protect file with this procedure, also run the
ASM2PCUL utility described on 3-34.

3.6.1 Protect Data Set Update Utility (ASM2PUUL)

 //NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //�����������������������������������������������������������

 //ASM2PUUL PROC IDX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� CA-ASM2 VERSION 4.2 �

 //� �

 //�����������������������������������������������������������

 //�����������������������������������������������������������

 //� �

 //� ASM2PUUL - USE THIS PROCEDURE TO UPDATE THE PROTECT �

 //� FILE. CONTROL STATEMENTS ARE ENTERED VIA �

 //� THE SYSIN DD STATEMENT. �

 //� �

 //�����������������������������������������������������������

 //ASM2PUUL EXEC PGM=ASM2PUUL,REGION=1���K

 //ASM2PCT1 DD DISP=SHR,DSN=&IDX..ARCH.PROTECT

 //��ASM2PCT1 DD DUMMY,

 //�� DCB=(RECFM=F,BLKSIZE=4212,DSORG=DA)

 //ASM2PCT2 DD DSN=&IDX..ARCH.PROTECTW,

 // UNIT=339�,VOL=SER=SJ���5,

 // DCB=(RECFM=F,DSORG=DA,BLKSIZE=4212),

 // SPACE=(4212,(39)),DISP=(NEW,CATLG,DELETE)

 //SYSUDUMP DD SYSOUT=�

 //ASM2PRNT DD SYSOUT=�

 //SYSOUT DD SYSOUT=�

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //SORTLIB DD DISP=SHR,DSN=SYS1.SORTLIB

 //SORTWK�1 DD UNIT=SYSDA,SPACE=(CYL,2)

 //SORTWK�2 DD UNIT=(SYSDA,SEP=(SORTWK�1)),SPACE=(CYL,2)

 //SORTWK�3 DD UNIT=(SYSDA,SEP=(SORTWK�1,SORTWK�2)),

 // SPACE=(CYL,2)

 //SORTWK�4 DD UNIT=(SYSDA,SEP=(SORTWK�1,SORTWK�2,SORTWK�3)),

 // SPACE=(CYL,2)
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 //�����������������������������������������������������������

 //� �

 //� SET DSNS TO PROTECT VIA SYSIN DD NAME. EXAMPLE: �

 //� �

 //� //ASM2PUUL.SYSIN DD � �

 //� ADD DSN=ASM2LIB.STEPLIB.LOAD,ALL �

 //� REP DSN=ASM2LIB.MISC�,VOL=(SJ���3,SJ���4) �

 //� ADD DSN=ASM2LIB.TEST�,CATLG �

 //� ADD DSN=ASM2LIB.ASM2JNL,VOL=(SJ���1) �

 //� DEL DSN=ASM2LIB.ASM2IPC,VOL=(SJ���5) �

 //� �

 //�����������������������������������������������������������

 // PEND

 //ASM2PUUL EXEC ASM2PUUL

 //ASM2PUUL.SYSIN DD �

 ADD DSN=SMITHJOE.STEPLIB.LOAD,ALL

 ADD DSN=SMITHJOE.MISC�,VOL=(SJ���3,SJ���4)

 ADD DSN=SMITHJOE.TEST�,CATLG

 ADD DSN=SMITHJOE.ASM2JNL,VOL=(SJ���1)

 ADD DSN=SMITHJOE.ASM2IPC,VOL=(SJ���5)

 DD Statements

ASM2PCT1 Defines the current Protect data set that is to be updated. The
Protect data set must be on a DASD device. This DD is required.

ASM2PCT2 Defines the work Protect data set and must be on a DASD device.
Space requirement must hold the current protect entries plus the
added entries minus the deleted entries. This DD is required.

SYSIN Defines the control statement data set (ADD, DEL and REP
statements). The data set normally resides in the input stream.
However, it can reside on a system input device, a tape volume, or a
direct-access volume. The data set must be defined with a fixed or
fixed-block record format. This DD is required.

ISPMLIB Defines the CA-ASM2 message library.

SORTLIB Defines your SORT Load Library. This DD is required.

SORTWKnn Defines the SORT's work files. Space requirements for these data
sets depend on the number and size of records to be sorted. See the
SORT manual for calculation of space requirements. These DDs are
required.

ASM2PRNT Defines the sequential message data set for the Protect Data Set
Update Status report. This data set can be written to a system output
device, a tape volume, or a direct-access volume. The data set must
be defined with a fixed or fixed-block record format. This DD is
required.
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3.6.2 Protect Data Set Copy Utility (ASM2PCUL)

 //NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //ASM2PCUL PROC IDX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� CA-ASM2 VERSION 4.2 �

 //� �

 //�����������������������������������������������������������

 //� �

 //� ASM2PCUL - PROTECT FILE COPY UTILITY AFTER THE PROTECT �

 //� FILE HAS BEEN UPDATED. �

 //� �

 //�����������������������������������������������������������

 //ASM2PCUL EXEC PGM=ASM2PCUL,REGION=1���K

 //ASM2PCT1 DD DISP=OLD,DSN=&IDX..ARCH.PROTECT

 //ASM2PCT2 DD DSN=&IDX..ARCH.PROTECTW,

 // DISP=(OLD,DELETE,KEEP)

 //ASM2PRNT DD SYSOUT=�

 //SYSUDUMP DD SYSOUT=�

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //�����������������������������������������������������������

 // PEND

 //ASM2PCUL EXEC ASM2PCUL

 DD Statements

ASM2PCT1 Defines the current Protect data set which must be on a DASD
device. This DD is required.

ASM2PCT2 Defines the work Protect data set defined to the Protect Data Set
Update Utility and must be on a DASD device. This DD is required.

ISPMLIB Defines the CA-ASM2 Message library.

ASM2PRNT Defines the sequential message data set for the Protect Data Set
Update Status report. This data set can be written to a system output
device, a tape volume, or a direct-access volume. The data set must
be defined with a fixed or fixed-block record format. This DD is
required.

No control statements are used with this procedure.
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3.6.3 Protect Data Set Report Utility (ASM2PRUL)

 //NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //�����������������������������������������������������������

 //ASM2PRUL PROC IDX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� CA-ASM2 VERSION 4.2 �

 //� �

 //�����������������������������������������������������������

 //� �

 //� ASM2PRUL - PROTECT FILE REPORTING UTILITY. �

 //� �

 //�����������������������������������������������������������

 //ASM2PRUL EXEC PGM=ASM2PRUL,REGION=128K

 //ASM2PCTD DD DISP=SHR,DSN=&IDX..ARCH.PROTECT

 //ASM2PRNT DD SYSOUT=�

 //SYSUDUMP DD SYSOUT=�

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 // PEND

 //ASM2PRUL EXEC ASM2PRUL

 DD Statements

ASM2PCTD Defines the current Protect data set that must reside on a DASD
device. This DD is required if PROTDS(YES) is specified as the
default.

ISPMLIB Defines the CA-ASM2 message library.

ASM2PRNT Defines the sequential message data set for the Protect Data Set
Update Status report. This data set can be written to a system output
device, a tape volume, or a direct-access volume. The data set must
be defined with a fixed or fixed-block record format. This DD is
required.

No control statements are used by this procedure.
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3.6.4 Scratch Selection Process (ASM2SSEL)

 //NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //�����������������������������������������������������������

 //ASM2SSEL PROC INDEX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� ASM2 BATCH COMMAND PROCEDURE FOR VERSION 4.2 �

 //� TO ISSUE THE $SCRATCH OR $PROTECT COMMAND �

 //� �

 //�����������������������������������������������������������

 //ASM2SSEL EXEC PGM=$ASMBMON

 //SYSPRINT DD SYSOUT=(�),

 // DCB=(RECFM=FBA,LRECL=133,BLKSIZE=133�)

 //SYSUDUMP DD SYSOUT=(�)

 //ABNLDUMP DD DUMMY

 //AMSOUT DD SYSOUT=(�)

 //$RAORD DD DSN=&TEMPRA,UNIT=SYSDA,

 // SPACE=(TRK,(1,1)),DISP=(,DELETE,DELETE),

 // DCB=(RECFM=FB,LRECL=26�,BLKSIZE=26�)

 //$RBORD DD DSN=&TEMPRB,UNIT=SYSDA,

 // SPACE=(TRK,(1,1)),DISP=(,DELETE,DELETE),

 // DCB=(RECFM=FB,LRECL=26�,BLKSIZE=26�)

 //$RXQUEUE DD DISP=SHR,DSN=&IDX..ARCH.$RAQUEUE

 //ARCHBKLG DD DISP=SHR,DSN=&IDX..ARCH.$ARQUEUE

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //$INPUT DD UNIT=SYSDA,

 // SPACE=(TRK,(1,1)),DCB=(RECFM=F,BLKSIZE=8�)

 //$RSOUT DD SYSOUT=(�)

 //ASM2SCRD DD DISP=SHR,

 // DSN=&IDX..ARCH.SCRATCH

 //ASM2SCRS DD DISP=SHR,

 // DSN=&IDX..ARCH.SCRATCH

 //ASM2PCTD DD DISP=SHR,

 // DSN=&IDX..ARCH.PROTECT

 //�����������������������������������������������������������

 //� �

 //� ENTER THE $SCRATCH OR $PROTECT COMMAND VIA THE SYSIN �

 //� DD NAME. EXAMPLE: �

 //� //ASM2SSEL.SYSIN DD � �

 //� $SCRATCH VOL(�) MAXSCR(1) PCTSCR(1) �

 //� �

 //�����������������������������������������������������������

 // PEND

 //ASM2SSEL EXEC ASM2SSEL

 //ASM2SSEL.SYSIN DD �

$SCRATCH LEVEL(NAME�1) LIKE(-.SCRATCH.P-) MAXSCR(5) PCTSCR(1�)

 //

 DD Statements

ASM2SCRD Defines the Scratch Selection data set. This DD is required.

ASM2SCRS Defines the Scratch Selection data set. This DD is required.

ASM2PCTD Defines the Protect data set. This DD is required if PROTDS(YES)
is specified as the default.

SYSIN Defines the control statement data set ($SCRATCH or $PROTECT).
The data set normally resides in the input stream. However, it can
reside on a system input device, a tape volume, or a direct-access
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volume. The data set must be defined with a fixed or fixed-block
record format. This DD is required.

3.6.5 Scratch Data Set Update Utility (ASM2SUUL)

This procedure is used to update the scratch file created from ASM2SSEL to hold data
sets from being scratched using ASM2CSCR.

 //NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //�����������������������������������������������������������

 //ASM2SUUL PROC IDX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� CA-ASM2 VERSION 4.2 �

 //� �

 //�����������������������������������������������������������

 //� �

 //� ASM2SUUL - SCRATCH FILE UPDATE UTILITY. �

 //� �

 //�����������������������������������������������������������

 //ASM2SUUL EXEC PGM=ASM2SUUL,REGION=128K

 //ASM2SCRD DD DISP=SHR,DSN=&IDX..ARCH.SCRATCH

 //ASM2PRNT DD SYSOUT=(�)

 //SYSUDUMP DD SYSOUT=(�)

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //�����������������������������������������������������������

 //� �

 //� SET DSNS WHICH ARE NOT TO BE SCRATCH VIA THE SYSIN DD �

 //� �

 //� //ASM2SUUL.SYSIN DD � �

 //� HOLD ASM2LIB.STEPLIB.LOAD,MVS��2 �

 //� �

 //�����������������������������������������������������������

 // PEND

 //ASM2SUUL EXEC ASM2SUUL

 //ASM2SUUL.SYSIN DD �

 HOLD NAME�1.SCRATCH.PO,SJ���1

 //

 DD Statements

ASM2SCRD Defines the Scratch Selection data set that must be on a DASD
device. This DD is required.

SYSIN Defines the control statement data set (HOLD statements). The data
set normally resides in the input stream. However, it can reside on a
system input device, a tape volume, or a direct-access volume. The
data set must be defined with a fixed or fixed-block record format.
This DD is required.
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3.6.6 Scratch Data Set Report Utility (ASM2SRUL)

 //NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //�����������������������������������������������������������

 //ASM2SRUL PROC IDX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� CA-ASM2 VERSION 4.2 �

 //� �

 //�����������������������������������������������������������

 //�����������������������������������������������������������

 //� �

 //� ASM2SRUL - SCRATCH FILE REPORT UTILITY. �

 //� �

 //�����������������������������������������������������������

 //ASM2SRUL EXEC PGM=ASM2SRUL,REGION=128K

 //ASM2SCRD DD DISP=SHR,DSN=&IDX..ARCH.SCRATCH

 //ASM2PRNT DD SYSOUT=(�)

 //SYSUDUMP DD SYSOUT=(�)

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 // PEND

 //ASM2SRUL EXEC ASM2SRUL

 DD Statements

ASM2SRUL Defines the Scratch Selection data set that must reside on a DASD
device. This DD is required.

No control statements are used with this procedure.
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3.6.7 Scratch Service Segment (ASM2CSCR)

This procedure performs scratching of data sets from the scratch file built using
ASM2SSEL.

 //NAME�1C JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

 /�JOBPARM F=STD,L=99

 //�����������������������������������������������������������

 //ASM2CSCR PROC IDX='SYS2.ASM2'

 //�����������������������������������������������������������

 //� �

 //� CA-ASM2 VERSION 4.2 �

 //� �

 //�����������������������������������������������������������

 //�����������������������������������������������������������

 //� �

 //� ASM2CSCR - CONTROLLED SCRATCH PROCESSING ROUTINE �

 //� �

 //�����������������������������������������������������������

 //ASM2CSCR EXEC PGM=ASM2CSCR,PARM='parms'

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //ASM2PRNT DD SYSOUT=(�)

 //DACSPRNT DD SYSOUT=(�)

 //SYSOUT DD SYSOUT=(�)

 //SYSPRINT DD SYSOUT=(�)

 //ASM2SOUT DD SYSOUT=(�)

 //VSAMPRT DD SYSOUT=(�),DCB=(RECFM=FB,LRECL=133,BLKSIZE=133�)

 //SYSUDUMP DD SYSOUT=(�)

 //SORTLIB DD DSN=SYS1.SORTLIB,DISP=SHR

 //SORTWK�1 DD UNIT=SYSDA,SPACE=(CYL,(5),,CONTIG)

 //SORTWK�2 DD UNIT=SYSDA,SPACE=(CYL,(5),,CONTIG)

 //SORTWK�3 DD UNIT=SYSDA,SPACE=(CYL,(5),,CONTIG)

 //SORTWK�4 DD UNIT=SYSDA,SPACE=(CYL,(5),,CONTIG)

 //ASM2SCRD DD DSN=&IDX..ARCH.SCRATCH,DISP=SHR

 //ASM2SCRS DD DSN=&IDX..ARCH.SCRATCH,DISP=SHR

 //DACSCFIL DD UNIT=SYSDA,SPACE=(TRK,1),

 // DISP=(,DELETE),DSN=&DACS

 //ASM2RPTF DD UNIT=SYSDA,SPACE=(CYL,(5),RLSE),

 // DISP=(,DELETE),DSN=&RPTF,

 // DCB=(RECFM=VB,LRECL=388,BLKSIZE=3884)

 //�����������������������������������������������������������

 //� �

 //� CONTROL STATEMENTS ARE SPECIFIED VIA THE SYSIN DD. �

 //� �

 //� EXAMPLE: �

 //� �

 //� //ASM2CSCR.SYSIN DD � �

 //� REPORT ASM23�2,SORT=(CREDT,VOL,DSN) �

 //� REPORT ASM23�3,SORT=(VOL,CREDT,DSN) �

 //�����������������������������������������������������������

 // PEND

 //ASM2CSCR EXEC ASM2CSCR

 //ASM2CSCR.SYSIN DD �

 REPORT ASM23�2,SORT=(CREDT,VOL,DSN)

 REPORT ASM23�3,SORT=(VOL,CREDT,DSN)
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 DD Statements

ASM2SCRD Defines the Scratch Selection data set that must reside on a DASD
device. This DD is required.

ASM2SCRS Defines the Scratch Selection data set that must reside on a DASD
device. This DD is required.

SYSIN Defines the control statement data set (REPORT statements). The
data set normally resides in the input stream. However, it can reside
on a system input device, a tape volume, or a direct-access volume.
The data set must be defined with a fixed or fixed-block record
format. This DD is required.
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Chapter 4. Archival and Backup

The basic function of CA-ASM2 is to manage disk space on all available system
DASD devices. It performs this function through archive and backup operations.
CA-ASM2 provides the option to archive and back up selected data sets from
disk-to-tape, or from disk-to-disk. Both methods are discussed in detail in this chapter.
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4.1 Integrated Product Catalog (IPC) Support

CA-ASM2 archive and backup operations are supported by the Integrated Product
Catalog (IPC). The IPC records contain such information as data set name, date of
archival or backup, volume serial number on which the data set is located, retention
period for each data set, the file sequence number of the data set on tape, and user
comments that were appended when the data set was archived or backed up.
CA-ASM2 commands let you prepare reports and manipulate information in the IPC.

 4.1.1 Archive

CA-ASM2 provides three types of archive:

1. Threshold-driven archive runs archive data sets based on volume space
thresholds defined by your information center. It is available only for disk-to-disk
archive runs.

2. System-initiated archive (also called system-pass) automatically runs archive
data sets based on criteria defined by your information center. Data sets are copied
to tape or disk and then uncataloged and scratched.

3. Explicit archive (also called user-initiated) runs archive data sets at a user's
request.

 4.1.2 Backup

CA-ASM2 provides three types of backup:

1. System-initiated backup (also called system-pass) runs back up data sets based
on input parameters, data set attributes, and exit or default decisions. It can be
thought of as an archive run without the disk data set being scratched or
uncataloged. Backup can be made to tape or optionally, to disk. The most
common system-initiated backup is known as incremental backup. Incremental
backup automatically backs up data sets that have been modified since the
previous backup. This permits a more nearly automatic restore if a volume
requires recovery. Optionally, all data sets modified since the last full-volume
backup can be backed up.

2. Explicit backup (also called user-initiated) runs back up data sets at a user's
request. Backup can be made to tape or optionally, to disk.

3. Full-volume backup runs back up on an entire volume so the volume can be
restored if it is damaged online. Even a volume that receives regular incremental
backups should receive regular, though less frequent, volume backups. This
reduces the time needed to re-create the volume during incremental recovery.
Starting the restore from a full-volume backup tape means, at the next step, having
to restore fewer data sets from fewer incremental backup tapes. (Incremental
recovery is discussed in Chapter 5, “ Reload and Recovery.”)

This chapter discusses system-initiated backup and explicit backup. Full-volume
backup is discussed in Chapter 6, “Volume Dump-Restore - $DEFRAG.”
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Note:  Explicit archive or backup requests are often not issued by users at all.
CA-ASM2 can service archive or backup requests generated by control
statement input, CA-ASM2's $GDGMON, and the Boolean language facilities
of CA-RSVP. CA-RSVP is particularly interesting as it performs the function
of system-initiated archival or backup using the explicit archival and backup
facilities of CA-ASM2. The advantage of this approach is the use of its
powerful capabilities without the requirement of coding SYSIN parameters,
tables, or exits.

 4.1.3 $DASDMNT

The DASD Maintenance program $DASDMNT is executed for CA-ASM2 archive or
backup functions. This program oversees the unload process, controlling the data sets
selected for archive or backup based on explicit requests or general parameters. SYSIN
parameters define the mode of operation of the $DASDMNT run and establish criteria
for the archive or backup run.

$DASDMNT creates catalog records for the unloaded data sets and updates the IPC
directly after each unload.

The IPC includes journalizing capabilities that assure IPC integrity. For more
information on the IPC journal, see Integrated Product Catalog on page 13-1. Your
information center should periodically create backup copies of the catalog with the
IDCAMS EXPORT or REPRO commands (see IPC Backup and Recovery Utility -
M2PCBRU on page 13-28).

$MAINT controls the number of archive or backup versions kept in the IPC. Four
fields ($AMAXVER, $BMAXVER, $AMINVER, $BMINVER) in $OPTIONS allow
your information center to specify the maximum and minimum number of versions of
each data set to be kept by CA-ASM2. For details, see IPC Maintenance Processing on
page 13-13.
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4.1.4 SAS Logical Data Mover Support

CA-ASM2 identifies a data set as being a SAS data set if it has the following specific
characteristics:

■ DSORG = DA (direct-access)

■ RECFM = U (undefined)

■ BLKSIZE = maximum operating system block size for the device (value returned
in WORD1 by DEVTYPE)

■ LRECL = BLKSIZE - 4

Prior to Version 4.0, only the physical data mover $PDM could properly unload and
reload SAS data sets with a restriction that it must do the reload to the same device
type as that from which it unloaded the data set. This was fine for backups but it may
not have been desirable for archives. With Version 4.0 and higher, when CA-ASM2
uses logical data movers to unload BDAM (direct-access) data sets, it uses the SAS
PROC COPY method as a default on data sets with these specific characteristics. SAS
PROC COPY is a logical data mover that allows reloading to a different device type.
(CA-ASM2 uses SAS PROC COPY on reload also.) Optionally, you can use the
control statement $NOSAS to not unload SAS if logical data movers are being used
for BDAM unloads (see $NOSAS on page 4-105 for details).

CA-ASM2 calls the program "SAS" to actually do the data move to tape, which
should either be in a STEPLIB library if using a STEPLIB or in the LINKLIST if no
STEPLIB is being used. "SAS" must also be APF authorized.
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 4.2 Disk-to-Tape Unloads

CA-ASM2 can unload archived or backed up data sets by either of two approaches:
demand or scheduled. On a demand basis (explicit requests), you can create archive
and backup requests through queued entries generated by online transactions,
$GDGMON, or CA-RSVP preprocessing criteria. Point-in-time backups may be
initiated by inserting CA-ASM2 steps directly into the application job stream. The
CA-ASM2 unload program $DASDMNT then processes the queued entries to either
archive or backup the requested data sets.

The scheduled approach (system-initiated) matches criteria, at a predetermined time or
process intervals, against volume groups to activate archive or backup operations.

4.2.1 Disk-to-Tape Unload Processing

Processing unloads from disk-to-tape involves two steps: UNLOAD30 and
TPBKUP70. $DASDMNT is the driving program for the UNLOAD30 step which
manages the archival and backup of data sets to tape by interfacing with the
CA-ASM2 data movers. The TPBKUP70 step is executed for archival procedures
(optional for backup procedures) to create a duplicate copy of the unload tape and to
perform deferred scratch processing. $COPYTP is the driving program for this step.
For more information on $COPYTP, see Tape Duplexing Utility - $COPYTP on
page 14-9.

The process of unloading data sets from disk-to-tape follows:

1. In the UNLOAD30 step $DASDMNT obtains the names of data sets to archive or
back up from the Archive or Backup Request queues (for explicit runs), or by
scanning the VTOCs of specified volumes (for system-initiated runs).

2. UNLOAD30 copies each data set to tape. CA-ASM2 generates a new tape mount
only as needed, not for each new DASD volume processed. It generally adds on
to an old tape several times before filling a reel and starting a new tape. However,
your information center may select a new tape for a given run, if desired. By
default, CA-ASM2 compresses the data written to the tape. Optionally this
compression can be turned off.

3. UNLOAD30 writes a catalog record in the CA-ASM2 IPC for each successfully
copied data set. It also puts all Format-1, Format-2, and Format-3 DSCBs in the
IPC unload record. If the deferred scratch option has not been selected for archive,
UNLOAD30 scratches and uncatalogs the data set on disk.

4. $DASDMNT removes the explicit archive or backup request from the Archive or
Backup Request queue.
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5. For archive runs only, TPBKUP70 scratches and uncatalogs the data set on disk.
Optionally, using Deferred Scratch, you may defer the scratch and uncatalog until
both the unload to tape and duplexing operation complete successfully. For more
information, see Deferred Scratch on page 4-10.

6. As part of $DASDMNT final reporting, it produces an IPC Update Summary
Control Log showing the number of records added to the IPC. $DASDMNT
documents the results of the UNLOAD30 in an Exception Log and Main Log
(see Sample Output on 4-9).

In a disk-to-tape run, whenever the tape is modified, CA-ASM2 duplexes a master
tape. This provides a small, but healthy amount of redundancy as the average
information center specifies that CA-ASM2 retain no more than two duplicates of an
archive tape.
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4.2.2 Job Control Statements

 Sample JCL: 

The following ASM2SYSA unload procedure is generated during CA-ASM2
installation and resides in your procedure library. This is sample JCL for a disk-to-tape
system-initiated archival run. Unload runs execute the $DASDMNT program followed
by the SYSIN control statement.

//ASM2SYSA PROC RUNID=,IDX='SYS2.ASM2',

// RIDX='SYS2.ASM2.R42',RUNPARM=$SYSPASS,

// TPUNIT=TAPE,DUPUNIT=TAPE,

// PRTBLK=266�

//�����������������������������������������������������������

//� �

//� CA-ASM2 VERSION 4.2 �

//� �

//�����������������������������������������������������������

//�����������������������������������������������������������

//� �

//� USE THIS PROC SYSTEM-PASS ARCHIVE RUNS ONLY �

//� �

//�����������������������������������������������������������

//UNLOAD3� EXEC PGM=$DASDMNT,REGION=4�96K

//ARCHVTOC DD DUMMY

//DISK1 DD DUMMY

//ARCPARMS DD DSN=&RIDX..PARMLIB(ARCPARMS),

// DISP=SHR

//RUNPARMS DD DSN=&RIDX..PARMLIB(&RUNPARM),

// DISP=SHR

// DD DDNAME=SYSIN

//ARCLOG DD DSN=&IDX..ARCH.ARCLOG,

// DISP=(SHR,KEEP)

//XCPTNLOG DD SYSOUT=(�),

// DCB=(BLKSIZE=133,RECFM=FA)

//LOYYY DD DSN=&IDX..ARCH.LOSYS&RUNID,

// DISP=OLD

 //ASMWORK DD UNIT=SYSDA,SPACE=(TRK,(1,1))

//TAPE1 DD UNIT=(&TPUNIT,,DEFER),

// LABEL=(,SL),

// DSN=SYSA&RUNID,

// DISP=(NEW,PASS)

//SYSPRINT DD SYSOUT=(�),

// DCB=(BLKSIZE=133,RECFM=FA)

 //OUTPUTDD DD DCB=(RECFM=FBA,LRECL=121,BLKSIZE=121), @LS�1�3�

// SPACE=(TRK,(1,1)),UNIT=SYSDA

//DMEPRINT DD SYSOUT=(�)

//AMSOUT DD UNIT=SYSDA,SPACE=(TRK,(1,1))

//TAPEPOOL DD DSN=&IDX..ARCH.$TAPPOOL,

// DISP=SHR
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//$DSTATUS DD SYSOUT=(�),

// DCB=(RECFM=FB,LRECL=133,BLKSIZE=&PRTBLK)

//SYSUDUMP DD SYSOUT=(�)

//ABNLDUMP DD DUMMY

//SNAP DD SYSOUT=(�)

//$INPUT DD UNIT=SYSDA,

// SPACE=(TRK,(1,1)),DCB=(RECFM=F,BLKSIZE=8�)

//REPORT DD SYSOUT=(�)

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

//TPBKUP7� EXEC PGM=$COPYTP,

// COND=(4�,EQ,UNLOAD3�)

//�����������������������������������������������������������

//� �

//� DO NOT REMOVE THIS STEP. IT IS REQUIRED FOR THE �

//� DEFERRED SCRATCH FUNCTION OF CA-ASM2. �

//� �

//�����������������������������������������������������������

//ARCLOG DD DSN=&IDX..ARCH.ARCLOG,

// DISP=(SHR,KEEP)

//LOYYY DD DSN=&IDX..ARCH.LOSYS&RUNID,

// DISP=OLD

//PRINT DD SYSOUT=(�),

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8�)

//ERRPRINT DD SYSOUT=(�),

// DCB=(RECFM=FA,BLKSIZE=133)

//SYSPRINT DD SYSOUT=(�),

// DCB=(RECFM=FA,BLKSIZE=133)

//SYSUDUMP DD SYSOUT=(�)

//ABNLDUMP DD DUMMY

//INTAPE DD DSN=INTAPE,

// DISP=SHR,

// VOL=SER=VSYS&RUNID,

// LABEL=(1,SL),UNIT=(&TPUNIT,,DEFER)

//OUTAPE DD DISP=(NEW,KEEP),

// UNIT=(&DUPUNIT,,DEFER),

// LABEL=(1,SL)

//TAPEPOOL DD DSN=&IDX..ARCH.$DUPPOOL,

// DISP=SHR

//$CATALOG DD DCB=&IDX..ARCH.INCMODEL,

// DISP=(NEW,DELETE,DELETE),

// SPACE=(TRK,(1�,1�)),UNIT=SYSDA

 //ISPMLIB DD DISP=SHR,DSN=SPDQA.L142QA.CAIISPM

 //�

Note:  DISP=SHR is required for sharing. CA-ASM2 ensures that an ARCLOG data
set is only being updated by one component of CA-ASM2 at a time.

 SYSIN Parameters: 

See Archive/Backup SYSIN Parameters on page 4-90 for a list and description of the
SYSIN parameters for an archive or backup run.

4-8 System Reference Guide



4.2 Disk-to-Tape Unloads

4.2.3 Sample Output - Disk-to-Tape

A disk-to-tape archive or backup run produces the following listings and reports:

1. List of System Default Parameters
2. List of Input Stream Parameters

 3. Exception Log
 4. Main Log
5. IPC Update Summary Control Log

Examples of these reports for a system-initiated run and an explicit run are shown on
4-55 and 4-79, respectively.
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 4.3 Deferred Scratch

Deferred Scratch is an option for all disk-to-tape archival. It is also an option for
disk-to-disk archival if the $DEFRSCR SYSIN parameter has been provided for the
unload step (see 4-97) and for the $COPYTP run (see 14-15 for details).

The Deferred Scratch option defers all scratch and uncatalog operations of archived
data sets until CA-ASM2 has created a duplicate of the tape on which the data sets
reside. This option requires the appropriate bit to be set in the $MISCOPT field in
$OPTIONS (see the CA-ASM2 Planning Guide). If your information center has not
selected this option, the scratch and uncatalog take place immediately after the data
move to tape and before the duplex step.

Deferred Scratch provides additional integrity for the archived data; however, the
deletion of data sets could be considerably delayed if the duplex step, for whatever
reason, fails to complete.

 4.3.1 Process

During tape duplex processing, (using the TPBKUP70 step that executes the
$COPYTP program) CA-ASM2 collects all EOF1 (End-Of-File) records in memory. It
then compares the records against the tape (unload VOLSER) and disk (origination
VOLSER) volume serial numbers in the IPC. If it finds a match and the file sequence
number also matches, it issues an OBTAIN for the data set on the specified disk
volume. It checks the unload date and time aging information of the data set. If the
aging information is greater than unload and time, CA-ASM2 does not scratch the data
set.

It deletes the data set if the following exists:

1. The creation date of the disk data set matches the creation date recorded in the
IPC record, and

2. The disk data set has not been modified or accessed since it was unloaded to tape.

This also uncatalogs the data set unless the $RECATLG parameter (see 4-108) was
specified at unload time. CA-ASM2 reports all actions on the ERRPRINT log.

CA-ASM2 handles deletion of VSAM clusters similarly, except it uses internal SVC
26 interfaces. It also deletes all entries associated with the cluster.
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 4.4 Disk-to-Disk Unloads

The disk-to-disk feature provides the option to archive and backup data sets to disk
rather than to tape. The disk archive or disk backup can be thought of as a Disk
Staging Area (DSA) where CA-ASM2 holds the archive or backup data sets until they
can be copied to tape. Data sets archived or backed up to disk may be directly
retrieved or restored, if required.

$DASDMNT is the batch archive and backup program. It scans VTOCs and selects
data sets based on the number of days each data set has been inactive. For disk-to-disk
unload runs, SYSIN parameters identify the target DSA and the maximum length of
time each data set may stay in the DSA before it becomes eligible to be removed. For
SMS controlled data sets, $DASDMNT uses the management class information
associated with each data set to determine when each one should be backed up or
archived and how long it should remain on the DSA.

To conserve disk space, the disk-to-disk program compresses and blocks data sets as it
writes them to the DSA. CA-ASM2 assigns a generated name to each archive or
backup data set residing in the DSA.

 4.4.1 Archival

Disk-to-disk archival combines regularly scheduled archival with threshold-driven
archival to provide maximum disk space availability and minimum resource
contention. The threshold approach is an option available only for disk-to-disk
archival. This approach monitors a volume or group of volumes for free space
availability or space utilization. This process determines the most eligible data sets for
archival based on standards defined by your information center and communicated to
CA-ASM2 either through its own control statements or through SMS constructs.
Threshold archival begins when CA-ASM2 detects the high threshold value and ceases
when it has moved enough data to attain the low threshold value. For more
information on threshold-driven archival, see Threshold-Driven Archival on page 4-46.

For disk-to-disk archival, your information center may use either of these two methods
exclusively or run a combination of both. The optimal way to run is to have regularly
scheduled archival precede the daily production cycle while the threshold driven
component monitors free space throughout the production cycle.

Staging data sets to disk helps reduce tape mounts. Disk-to-disk archival allows your
information center to maintain higher retrieval rates for archived data because tape
mounts are not required. It also helps to improve end user service levels as the process
of retrieving from disk is much quicker than retrieval from tape.
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 4.4.2 Backup

With disk-to-disk backups, more volumes can simultaneously be backed up.
Disk-to-disk backup can also increase tape utilization by staging small data sets to disk
and filling up tapes as the data sets are copied to tape. Additionally, it allows your
information center to function without operators for a period of unattended operations.
The expediency of backup and reload when using disk staging for backup increases
your information center's service and capability. For operations these benefits reduce
the backup window by minimizing tape mounts, and eliminating tape rewind time
delays.

On a regular basis, your information center must run the DSA Manager
(M2DSAMGR) to copy the data sets in the DSA to tape. M2DSAMGR leaves the
copies of the data sets in the staging area intact, so the tape copies actually represent
duplex copies of those data sets. It updates each data set's IPC record to show where
the tape copy resides. When M2DSAMGR copies the data sets to tape, it optionally
decompresses and reblocks them according to the logical data mover that must reload
them from tape. This provides maximum recoverability in the event CA-ASM2
Version 4.2 is not available at the recovery site.

All data sets that are archived or backed up to disk must be copied to tape before they
can be automatically deleted from the DSA. As the DSA becomes full, $DASDMNT
automatically invokes the DSA Manager to delete the DSA data sets that are closest to
meeting their DSA retention periods, and largest data sets, leaving only the tape copies
as the primary archived or backup versions for those data sets. To free space in the
DSA, M2DSAMGR removes archived or backup copies from the DSA when they
expire, or immediately after it copies them to tape if the MOVE command is specified.

 4.4.3 Unload Processing

The procedure for a disk-to-disk archive or backup run follows:

1. Archiving or backing up data is triggered by one of two mutually exclusive
SYSIN parameters $DSACLAS or $DSAUNIT. These parameters also identify the
target Disk Staging Area (DSA). $DSACLAS indicates the target DSA is SMS
controlled and identifies its SMS storage class name. $DSAUNIT indicates the
DSA is not SMS controlled and identifies the DSA by its esoteric unit name. If
neither parameter specifies a DSA name, $DASDMNT uses the default in
$OPTIONS based on whether the run is an archive or backup and whether
$DSACLAS or $DSAUNIT is specified. It selects the default from one of the
$OPTIONS fields $DSAUNIT, $DSACLAS, $DSBUNIT, or $DSBCLAS, as
appropriate.

The maximum number of days a data set must be stored in the DSA before it is
eligible for purging is determined by another SYSIN parameter $DSADAYS. If
this parameter is not specified, $DASDMNT uses a default DSA retention period
from either the $DSADAYS or $DSBDAYS field in $OPTIONS based on whether
the run is an archive or backup. The $DSADAYS parameter applies only to
non-SMS controlled data sets, and to SMS controlled data sets where the "Level 1
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Days Non-Usage" from the SMS management class is not defined in SMS. For
more information on $OPTIONS fields, see the CA-ASM2 Planning Guide.

2. For system-initiated runs, $DASDMNT reads $DISKPAK, $UGROUP or
$STGROUP SYSIN parameters specifying the volumes or groups to be processed
during the unload run. $UGROUP specifies a non-SMS esoteric unit group name
with one or more volumes in the group. $STGROUP specifies an SMS storage
group with one or more volumes in the group.

$DASDMNT selects volumes within the specified groups. If $ANYPAKS was
specified, all volumes found are eligible for processing. If not specified,
$DASDMNT scans the list of VOLSERs specified by $ARCHPAK. If
$ARCHPAK was not specified for a VOLSER, $DASDMNT processes the next
VOLSER in the group.

After processing all groups, $DASDMNT lists the VOLSERs selected by
$UGROUP or $STGROUP statements in a report (List of Volumes Selected for
$UGROUP or $STGROUP Requests). An example of this report is shown on
4-56. This report does not show these two volume types:

a. Volumes specifically selected by $DISKPAK SYSIN parameters.

b. When $ANYPAKS is not specified, volumes in a specified $UGROUP or
$STGROUP but not specified on an $ARCHPAK parameter.

3. In a threshold archive run, the Threshold Archiver (M2THRARC) program is
invoked by the Realtime Space Monitor or by the $TA command. M2THRARC
analyzes the specified volumes or groups of volumes to identify data sets to be
archived based on user-defined thresholds. It writes their names into a unique
archive queue and generates an Archive Selection Report that lists the selected data
sets.

4. $DASDMNT allocates the selected data sets to the target DSA. CA-ASM2 assigns
a generated name to each data set residing in the DSA. It creates this name using
the $DPREFIX field in $OPTIONS.

5. To optimize space in the DSA, $DASDMNT compresses and reblocks each data
set as it writes the data set to the DSA. The compression type and subtype are
specified as defaults by your information center in $OPTIONS fields $CMPTYPE
and $CMPSUBT. For more information on these fields, see the CA-ASM2
Planning Guide.

Note:  For DSA out-of-space conditions, CA-ASM2 frees DSA space by purging
DSA data sets and then restarting the unload.

6. $DASDMNT performs the explicit, system-initiated, or threshold archive unload
one volume at a time. It updates the IPC immediately after each unload but prior
to scratching the unloaded data set in an archive run.

7. At the completion of the unload, $DASDMNT generates an Exception Log and a
Main Log that lists each selected data set, summarizes the results of the unload,
and reports unload statistics for the volume.

8. As part of final reporting, $DASDMNT generates an IPC Update Summary
Control Log that shows how many unload records were added to the IPC, and a
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Disk Staging Area Summary Statistics report that provides overall statistics for the
disk-to-disk unload run.

9. On a regular basis, your information center runs M2DSAMGR with a COPY or
MOVE command to copy the data sets in the DSA to tape. This ensures tape
copies exist for all archived data. Data sets that are copied to tape with the
MOVE command are purged after the IPC record has been updated. Data sets
that are copied to tape with the COPY command are purged from the DSA after
they have been copied to tape and when their predetermined time period for DSA
residency expires. They are automatically removed by $MAINT if the IPC record
expires.

 4.4.4 Unload Procedures

There are a total of five procedures for disk-to-disk archival and backup runs. These
procedures are intended to be used exclusively for disk-to-disk unload runs.

The disk-to-disk unload procedures have one step (UNLOAD30) which performs an
archive or backup process unloading into the Disk Staging Area. This allows multiple
simultaneous unload jobs to be run followed by M2DSAMGR jobs to copy the
archived and/or backed up data sets to tape.

The five new disk-to-disk unload procedures and their purpose are:

Procedure Description

ASM2DEXA Disk-to-disk explicit archival, similar to the disk-to-tape unload
procedure (ASM2EXPA).

ASM2DEXB Disk-to-disk explicit backup, similar to the disk-to-tape unload
procedure (ASM2EXPB).

ASM2DEXP Disk-to-disk explicit permanent archival, similar to the disk-to-tape
unload procedure (ASM2EXPP).

ASM2DSYA Disk-to-disk system-initiated archival, similar to the disk-to-tape
unload procedure (ASM2SYSA)

ASM2DSYB Disk-to-disk system-initiated backup, similar to the disk-to-tape
unload procedure (ASM2SYSB).
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In the following unload procedures, the ARCPARMS DD statement is a concatenated
allocation of CAI.L142.PARMLIB(ARCPARMS) and a member of PARMLIB in
which DSA manager purge parameters are specified. The $DSAMGRA member of
PARMLIB is used for archive runs and the $DSAMGRB member is used for backup
runs. This allows the definitions for the archive DSA purge criteria to be defined in
one place, and for the backup DSA purge criteria defined in another.

Procedure ARCPARMS Allocation

ASM2DEXA 

//ARCPARMS DD DSN=CAI.L142.PARMLIB(ARCPARMS),DISP=SHR

// DD DSN=CAI.L142.PARMLIB($DSAMGRA),DISP=SHR

ASM2DEXB 

//ARCPARMS DD DSN=CAI.L142.PARMLIB(ARCPARMS),DISP=SHR

// DD DSN=CAI.L142.PARMLIB($DSAMGRB),DISP=SHR

ASM2DEXP 

//ARCPARMS DD DSN=CAI.L142.PARMLIB(ARCPARMS),DISP=SHR

// DD DSN=CAI.L142.PARMLIB($DSAMGRA),DISP=SHR

ASM2DSYA 

//ARCPARMS DD DSN=CAI.L142.PARMLIB(ARCPARMS),DISP=SHR

// DD DSN=CAI.L142.PARMLIB($DSAMGRA),DISP=SHR

ASM2DSYB 

//ARCPARMS DD DSN=CAI.L142.PARMLIB(ARCPARMS),DISP=SHR

// DD DSN=CAI.L142.PARMLIB($DSAMGRB),DISP=SHR

In the following unload procedures, the RUNPARMS DD is allocated to a member of
CAI.L142.PARMLIB as shown, with SYSIN concatenated behind it with a // DD
DDNAME=SYSIN statement. You can tailor runs by adding SYSIN parameters for
specific runs using the SYSIN DD file, with these concatenated to the default
parameters setup by the installation.

Procedure RUNPARMS Allocation

ASM2DEXA CAI.L142.PARMLIB(PARMEXPA)

ASM2DEXB CAI.L142.PARMLIB(PARMEXPB)

ASM2DEXP CAI.L142.PARMLIB(PARMEXPP)

ASM2DSYA CAI.L142.PARMLIB(PARMSYSA)

ASM2DSYB CAI.L142.PARMLIB(PARMSYSB)
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4.4.5 Automatic Scheduling of Multiple System-Initiated Unloads

When disk-to-disk unload mode is used for system-initiated archive or backup,
$DASDMNT further simplifies setup and execution of the unload jobs. You can tailor
the PARMSYSA and PARMSYSB members of CAI.L142.PARMLIB to request
archive/backup respectively of all volumes. If multiple jobs are run using the
ASM2DSYA or ASM2DSYB procedures as in the example that follows, $DASDMNT
automatically selects volumes from the list of all volumes for each job such that no
volume is processed by more than one unload job. If automatic scheduling of multiple
system-initiated unloads is needed in the disk-to-tape unload mode, a special APAR is
available to allow this processing.

$DASDMNT does an exclusive ENQ on each volume before starting to process it.
$DASDMNT does not wait if the ENQ is not successful and acquires the ENQ if no
other job has it. If the ENQ is not successful an error message is given with
processing going on to the next volume in the list. If the ENQ is successful, the
volume is processed for archives or backups depending on the run, with the ENQ left
outstanding after the volume is processed until the unload step ends.

$DASDMNT uses another ENQ resource to ensure that all associated unload jobs end
together so that volumes are only processed once. After $DASDMNT finishes all
volumes in the list, either processing them or skipping them as described above,
$DASDMNT drops the shared ENQ and does an ENQ exclusive. This ENQ prevents
the unload step from ending until all associated unload steps complete.

Automatic Scheduling of Multiple System-Initiated Unloads Example:  

Assume a customer environment where all volumes are SMS volumes. Incremental
backups are to be done every night with the SU60 bit reset after backup. An SMS
storage group ASM2DSAB is used for the Backup Disk Staging Area, with the SMS
storage class ASM2DSAB to be used for allocation.

The SMS storage groups to backup are USERVOLS, PRODVOLS, PRODWORK,
STGVOLS, and USERWORK. These storage groups have been defined to SMS as
enabled for auto backup. The following $DASDMNT SYSIN parameters are added to
the ASM2SYSB member of CAI.L142.PARMLIB, assuming ASM2DSAB has been
defined as the storage class for backup in $OPTIONs (data item $DSBCLAS):

 $STGROUP PRODWORK
 $STGROUP PRODVOLS
 $STGROUP STGVOLS
 $STGROUP USERWORK
 $STGROUP USERVOLS
 $DSACLAS
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If it is desired to backup four volumes simultaneously, the following four sample jobs
could be run:

 //INCBKUP1 JOB

 // EXEC ASM2DSYB

 //INCBKUP2 JOB

 // EXEC ASM2DSYB

 //INCBKUP3 JOB

 // EXEC ASM2DSYB

 //INCBKUP4 JOB

 // EXEC ASM2DSYB

4.4.6 Sample Output - Disk-to-Disk

A disk-to-disk archive or backup run produces the following listings and reports:

1. List of System Default Parameters
2. List of Input Stream Parameters
3. Volumes Selected for $UGROUP or $STGROUP Requests (system-initiated runs

only)
 4. Exception Log
 5. Main Log
6. IPC Update Summary Control Log
7. Disk Staging Area Summary Statistics

4.4.7 Automatic Disk Staging Area PURGE

When disk-to-disk unload mode is used for any archive or backup by $DASDMNT, if
an allocation into the DSA fails for lack of space, an automatic purge of unload copies
in the DSA can be done with $DASDMNT. Although it would probably be more
efficient to perform a DSA PURGE in a DSA manager job outside of the unload
procedures, that is, less time used during the backup window, by default $DASDMNT
calls the DSA manager to PURGE unloads when an allocation fails for lack of space.

The $DASDMNT automatic DSA manager purge call requires a $DSAMGR SYSIN
parameter to be specified. As distributed, the new $DSAMGRA and $DSAMGRB
members of PARMLIB contain the needed $DSAMGR statement. One of these
members is concatenated to the ARCPARMS member of PARMLIB in each of the
disk-to-disk procedures, completing the ARCPARMS definition for each of the
disk-to-disk run types.

Following the $DSAMGR statement any of the M2DSAMGR PURGE command
operands can be specified to define and control the DSA purge. A TYPE(-) operand is
required. As distributed, the $DSAMGRA member used for archive runs specifies
TYPE(ARCHIVE) after the $DSAMGR statement, and the $DSAMGRB member used
for backup runs specifies TYPE(BACKUP) after the $DSAMGR statement. This
assumes the archive and backup DSA's are separated.
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When $DASDMNT invokes the DSA manager (M2DSAMGR), $DASDMNT builds a
PURGE command which contains some PURGE operands constructed from the unload
environment and adds any operands specified following the $DSAMGR SYSIN
statement. For example, in a $SIMULAT disk-to-disk archive run with
$DSACLAS(STD) specified the following PURGE command would be used:

PURGE DSAGROUP(STD) SIMULATE TYPE(ARCHIVE) DOWNTO($OPT) FORCE

You can tailor the $DSAMGRA and $DSAMGRB members of PARMLIB to cause
automatic purging in the DSA to occur in many different ways.

4.4.8 DSA-to-Tape Unload Procedures

For disk-to-disk archival and backup into a DSA, there are a total of five procedures
distributed.

The DSA-to-tape copy procedures have two steps, a DSAMGR60 step which copies
the unloads from the DSA-to-tape followed by a TPBKUP70 step which does the
archive and backup tape duplexing. These procedures are designed to be run without
requiring user tailoring using SYSIN parameters. However, as with the existing
disk-to-tape procedures each of these procedures allows for a RUNID and multiple
LOXXX files to allow multiple concurrent runs of each type to take place. Thus, if
more tape resources are available the copy window could be shortened. This would
require tailoring of the SYSIN parameters for the DSAMGR60 step but no SYSIN
parameters would be needed for the TPBKUP70 step.

The five DSA-to-tape copy procedures and their purpose are:

Procedure Purpose of the procedure

ASM2MEXA Copy DSA unloads (not already copied) of explicit archives
unloaded by the ASM2DEXA procedure to tape.

ASM2MEXB Copy DSA unloads (not already copied) of explicit backups
unloaded by the ASM2DEXB procedure to tape.

ASM2MEXP Copy DSA unloads (not already copied) of explicit permanent
archives unloaded by the ASM2DEXP procedure to tape.

ASM2MSYA Copy DSA unloads (not already copied) of system-initiated archives
unloaded by the ASM2DSYA procedure to tape.

ASM2MSYB Copy DSA unloads (not already copied) of system-initiated backups
unloaded by the ASM2DSYB procedure to tape.
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In the following unload procedures, the SYSIN DD is allocated to a member of
CAI.L142.PARMLIB as shown. Unlike the UNLOAD30 step's SYSIN file where user
tailoring parameters can be added by way of concatenation to standard parameters, the
DSAMGR60 step requires the entire default SYSIN file to be overridden when needed.

Procedure SYSIN Allocation

ASM2MEXA CAI.L142.PARMLIB(DSAMDEXA)

ASM2MEXB CAI.L142.PARMLIB(DSAMDEXB)

ASM2MEXP CAI.L142.PARMLIB(DSAMDEXP)

ASM2MSYA CAI.L142.PARMLIB(DSAMDSYA)

ASM2MSYB CAI.L142.PARMLIB(DSAMDSYB)

4.4.9 Disk Staging Area

The Disk Staging Area (DSA) is a disk pool or disk SMS storage group that holds
data sets archived or backed up by CA-ASM2. Your information center may select the
DSA as the output area for any archive or backup run. CA-ASM2 runs with two
staging areas: one for archive and one for backup. Each DSA has a limited capacity.
To gain the maximum advantage from using a DSA, your information center must use
the DSA space conservatively.

As CA-ASM2 writes data sets into the DSA, it compresses the data and reblocks it to
optimize staging area space.

Your information center specifies which data sets are written to the DSA and how long
each one is kept. To choose the data sets, you specify data set selection criteria to
$DASDMNT. $DASDMNT assigns a DSA retention period to each data set. To set the
retention period for SMS controlled data sets, $DASDMNT uses the management class
field, Level 1 Days Non-Usage. For any data set not having a management class,
$DASDMNT uses the maximum number of days specified by the $DSADAYS
parameter.

On a regular basis, your information center must copy the data sets in the DSA to
tape. CA-ASM2 keeps track of both the DSA copy and the tape copy. For reloading
purposes, CA-ASM2 always considers the DSA copy as the primary copy of the data
set. Once CA-ASM2 copies a data set from the DSA, the data set becomes a candidate
to be purged from the DSA, but may remain in the DSA for some time, depending on
the options your information center chooses.

4.4.9.1 Setting Up the DSA

While it is possible to set up as many Disk Staging Areas as desired, Computer
Associates recommends using one DSA for archive and one DSA for backup. A DSA
may not reside on a volume with the volume attribute of PRIVATE.

If your information center wants to maintain a high degree of availability, allocate a
large DSA. In such an environment, your information center can archive or backup
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more data sets and hold them longer in the DSA. It can process a large DSA less
frequently for copy operations and therefore produce the best expiration date groupings
on tape. On the negative side, a large DSA takes away from disk space that could be
used for primary storage.

If your information center wants to use the DSA to facilitate threshold archiving or
simply wants to move towards an unattended environment, allocate a small DSA. In
this environment, the DSA is simply a transient holding area for data sets that were
archived or backed up when a tape drive was not readily available. Even if fairly long
DSA retention periods were specified, newly archived or backed up data is constantly
flushing out somewhat older archived or backed up data. The DSA tends to stay full
all of the time.

4.4.9.2 Managing the DSA

The Disk Staging Area Manager M2DSAMGR program manages the data sets within
the DSA. It performs the following functions:

■ Copies data sets from the DSA to CA-ASM2 tapes (COPY and MOVE
commands)

■ Purges data sets from the DSA (PURGE command)
■ Lists the contents of the DSA (LISTDSA command)

Periodically, your information center must run M2DSAMGR to copy the DSA data
sets to tape. Running M2DSAMGR with the COPY command is explained in detail on
4-29.

To free space in the DSA, you can run M2DSAMGR to purge expired data sets from
the DSA; however, CA-ASM2 automatically reclaims DSA space as needed. There
are four different ways a data set in the DSA can be purged:

1. The data set expires and is removed automatically by the IPC maintenance
($MAINT) program.

2. You issue an explicit delete from archive ($DA) command.

3. You run M2DSAMGR with a PURGE or MOVE command.

4. The DSA becomes full while $DASDMNT is writing to it, so $DASDMNT
automatically purges eligible DSA data sets.

If the archived data set expires, CA-ASM2 removes that version from the IPC and
delete any copy of that data set residing in the DSA. A tape copy of the data set is not
required to be present in the system in this one case.

If you issue a PURGE command, CA-ASM2 removes all archived data sets fitting the
criteria. The PURGE command is similar to the $DA command in that both require
that a tape copy exist in the system. The PURGE command effectively switches the
primary version from disk to tape by deleting the disk version and making the tape
copy the primary copy. Running M2DSAMGR with a PURGE command is explained
in more detail on 4-31. The MOVE command copies the DSA data set to tape and
then purges the DSA copy.
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Automatic purging occurs when the DSA becomes full. It is quite similar to the
PURGE command, but is designed for unattended operations so that data sets can be
removed from the DSA before their appointed time. The main archive and backup
utility $DASDMNT, whether running as scheduled batch or performing threshold
archival, always uses automatic purging of the DSA to make room for newly archived
or backed up data sets. Automatic purging never removes a DSA data set unless a tape
copy exists for that data set.

When the DSA becomes full, $DASDMNT initiates automatic purging by invoking
M2DSAMGR to purge data sets from the DSA. M2DSAMGR analyzes all of the data
sets in the DSA by scanning through the IPC and identifying all IPC records whose
Unload Destination Cell (UDC) contains a Disk Destination Subcell (DDSC). Only
data sets that have already been copied to tape are candidates for this automatic
deletion. M2DSAMGR calculates the number of days left before each data set is to be
removed from the DSA and then sorts them by expiration date and size. First, it
removes data sets that have already been on the DSA for their allotted time. If no
data sets of this description remain and the DSA is still full, it selects the data sets that
are nearest to reaching their allotted time and reports them as exceptions so that you
can increase the size of the DSA. This technique allows the greatest number of data
sets to be in the DSA while providing the flexibility of removing them as needed for
unattended environments.

For information on the DSA contents, you can use the LISTDSA command to list all
the data sets in the DSA or selected data sets that meet certain criteria such as:

■ Data sets that reside on a certain DSA volume or volumes.
■ Data sets that have not been copied to tape.
■ Data sets that have resided in the DSA for their allotted time.

List entries include full IPC key to that record, size of the data set in the DSA,
original size of the data set, and the generated name under which it is stored in the
DSA. Running M2DSAMGR with the LISTDSA command is described in detail on
4-33.

4.4.9.3 Job Control Statements

M2DSAMGR manages the DSA contents and is invoked as a batch program by one or
more of the following commands: COPY, MOVE, PURGE, LISTDSA.

 Sample JCL

//SAMPLE JOB 111111,JOE.SMITH,CLASS=A,MSGCLASS=R

//STEP1 EXEC ASM2DSAM

 //SYSIN DD �

 COPY TYPE(ARCHIVE)

-or-

 MOVE TYPE(ARCHIVE)

-or-

 PURGE TYPE(ARCHIVE)

-or-

LISTDSA TYPE(ARCHIVE) UNCOPIED
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where:

ASM2DSAM Is the execute statement for the Disk Staging Manager program.

 Control Statements

Command Description

COPY Copies archived or backed up data sets from the DSA to the
appropriate tape pool. You may select only those data sets that
have not yet been copied to tape or apply any other selection
criteria. The COPY command is explained in detail on 4-29.

MOVE Copies data sets from the DSA to the appropriate tape pool and
then purges the DSA copies of those data sets. You can move
archived data sets or backed up data sets with the MOVE
command. You may select only those data sets that have not yet
been copied to tape, or you may apply other selection criteria. This
command is explained in detail on 4-29.

PURGE Purges or removes data sets from the DSA that have been copied to
tape. You may select to purge or remove only those data sets
whose allotted time in the DSA has expired, or use other criteria to
fit the specific need. The PURGE command is explained in detail
on 4-31.

LISTDSA Lists the contents of the DSA. You may list all data sets in the
DSA or narrow the list to one or two data sets using a variety of
selection criteria. The LISTDSA command is explained in detail on
4-33.

4.4.9.4 M2DSAMGR Command Parameters

Parameters let you further define the COPY, MOVE, PURGE, and LISTDSA
commands. Most of these parameters are common to all the commands; each
description identifies which commands apply. You can specify one or more of the
following parameters in any order.

ADJUST(x)

Specifies an adjustment value to apply to the retention dates of all the data sets in
the identified DSA where x is a positive or negative number of days. This is
particularly useful for SMS controlled data sets that may each have a different
number of days to be kept in the level 1 archive. ADJUST(x) permits you to tune
the size of the DSA by adjusting the effective retention periods of each data set.
This action does not cause the DSA data set's catalog entry to be changed. For
example, if the DSA was becoming too full, you could specify ADJUST(-3) on
the PURGE control statement. This would cause each data set to become eligible
for removal three days earlier than it would otherwise.

Valid with PURGE and LISTDSA commands.
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CATID(x)

Identifies the CA-ASM2 IPC to be searched where x is the one- to four-character
IPC catalog ID. If omitted, the default is CATID($OPT). $OPT is the $CATID
field in $OPTIONS.

Valid with all commands.

COMPRESSION(x)

Indicates whether the data is to remain compressed when it is copied to tape
where x can be:

NO Decompress the data and copy it to the tape in the standard CA-ASM2
data format.

YES Default. Retain the data in its compressed form on the tape copy.

Computer Associates recommends that COMPRESSION(NO) be specified when
copying permanent archival data to tape so that logical data movers can process
the data directly from the tape.

Valid with COPY and MOVE commands.

COPIED

Selects data sets that have already been copied to tape. These are identified by
IPC records whose Unload Destination Cell (UDC) contain a Tape Destination
SubCell (TDSC).

Valid with LISTDSA and PURGE commands.

DOWNTO(n)

Specifies the desired utilization level to be achieved in the DSA for a PURGE
operation. It indicates that purging is to continue until n amount of the DSA is
being utilized. The value of n can be:

n% Indicates a percentage.
nK Indicates the number of kilobytes.
nM Indicates the number of megabytes.
$OPT Indicates the $DOWNTO percentage in $OPTIONS is to be used. $OPT

is the default.

If DOWNTO(n) is specified, either DSAUNIT(x), DSAVOL(x), or
DSAGROUP(x) must also be specified. When DOWNTO(n) is specified,
M2DSAMGR determines the total amount of space identified by DSAUNIT(x),
DSAVOL(x), or DSAGROUP(x) in its calculations. M2DSAMGR does not verify
the contents of the identified storage groups volume or unit pools. It assumes your
information center has dedicated the storage group volume or unit pool as a DSA.

Valid with the PURGE command.

DSAGROUP(x)

Identifies DSA data sets by their location in a given SMS controlled DSA, where
x is the name of an SMS storage group. If your information center has multiple
Disk Staging Areas, this parameter is useful for identifying which DSA to process.
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M2DSAMGR determines which volumes are in the storage groups identified and
uses the resulting volume list to select DSA candidates from the IPC.

Valid with all commands.

DSAUNIT(x)

Identifies DSA data sets by their location in a given DSA, where x is the name of
an esoteric unit name being used as a non-SMS controlled DSA. If your
information center has multiple Disk Staging Areas, this parameter is useful for
identifying which DSA to process. M2DSAMGR determines which volumes are
in the esoteric unit groups identified and uses the resulting volume list to select
DSA candidates from the IPC.

Valid with all commands.

DSAVOL(x)

Identifies a specific DSA volume. You can specify only one DSA volume. If
omitted, M2DSAMGR considers all DSA volumes in the selection process.

Valid with all commands.

EXPIRED

Identifies data sets in the DSA that are eligible to be purged from the DSA. Data
sets in the DSA that have not been copied to tape are considered to be
UNCOPIED by the DSA manager. The only UNCOPIED data sets that can be
selected as EXPIRED are those that have met the data set expiration date (the
final expiration date, not the DSA expiration date).

Valid with all commands.

FORCE

Specifies that purging is to continue until the desired FREE(n) amount is reached.
Only data sets that have been copied to tape are considered candidates for purging,
so, it is possible that the desired free space levels cannot be achieved. CA-ASM2
uses the FORCE parameter whenever it performs automatic purging during an
archive or backup run.

Valid with the PURGE command.

FREE(n)

Specifies the desired free space level to be achieved. It is basically the inverse of
DOWNTO(n). For example, DOWNTO(80%) is the same as FREE(20%). Just like
DOWNTO(n), the value of n can be:

n% Indicates a percentage.
nK Indicates the number of KBs.
nM Indicates the number of MBs.
$OPT Indicates 100 minus the $DOWNTO percentage in $OPTIONS is to be

used. $OPT is the default.

If FREE(n) is specified, either DSAUNIT(x), DSAVOL(x), or DSAGROUP(x)
must also be specified. When FREE(n) is specified, M2DSAMGR determines the
total amount of space identified by DSAUNIT(x), DSAVOL(x), or
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DSAGROUP(x) in its calculations. M2DSAMGR does not verify the contents of
the identified storage groups volume or unit pools. It assumes your information
center has dedicated the storage group volume or unit pool as a DSA.

Valid with the PURGE command.

GLIKE(x)

Identifies DSA data sets by their generated names in the DSA as opposed to their
original data set names. The generated data set names in the DSA must match the
pattern mask to be selected. You may list multiple patterns if they are separated
with one or more spaces.

Valid with all commands.

HOMEVOL(x[,x])

Selects DSA data sets based on the volume from where they were archived or
backed up.

IPC-ENQTIME
(mmm:ss.th)

Identifies the maximum length of time the IPC is held under exclusive control.
M2DSAMGR scans the IPC for DSA data sets matching the selection criteria
before any LISTDSA, COPY, MOVE, or PURGE processing actually takes place.
During this scan process, M2DSAMGR maintains exclusive control over the IPC
in order to maximize access performance. The IPC-ENQTIME(x) and
IPC-FREETIME(x) parameters are designed to set up access "windows" that
provide a way to balance IPC availability with M2DSAMGR performance. When
the time interval defined by IPC-ENQTIME(x) expires, M2DSAMGR releases
control of the IPC and wait for the length of time specified in the
IPC-FREETIME(x) parameter. M2DSAMGR repeats this process until all DSA
data sets have been selected. For more details, see the discussion under
IPC-FREETIME(x) following.

Valid with all commands.

IPC-FREETIME
(mmm:ss.th)

Identifies the minimum length of time the IPC is not held under exclusive control.
After IPC-ENQTIME(x) expires, M2DSAMGR releases control of the IPC.
During the IPC-FREETIME(x) time interval M2DSAMGR waits while other
CA-ASM2 tasks, such as IXR, access the IPC. When the IPC-FREETIME(x) time
interval expires, M2DSAMGR resumes processing the IPC. If another CA-ASM2
task gets control of the IPC during the IPC-FREETIME(x) time and retains control
of the IPC, M2DSAMGR continues waiting for the IPC until the other task
releases control. For this reason, Computer Associates recommends a fairly small
IPC-FREETIME(x) interval, such as IPC-FREETIME(0.5) or half a second. For
more details, see the discussion under IPC-ENQTIME(x) above.

Valid with all commands.
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LIKE(x)

Identifies by data set pattern mask those data sets that are to be selected. You may
list multiple patterns if they are separated with one or more spaces.

Valid with all commands.

MAXDAYS(n)

Identifies the maximum number of days a given data set may reside in the DSA
before it becomes a candidate for removal. Leading zeroes must be used to fill in
the entire four digits (nnnn) if necessary. This applies to all data sets in the DSA
and overrides the Level 1 Days Non-Usage set up by the management classes for
SMS controlled data sets.

Valid with the PURGE command.

NEWTAPE

Indicates the COPY operation begins on a new tape rather than adding on to an
existing tape.

Valid with the COPY command.

NOTLIKE(x)

Specifies the inverse of LIKE(x). DSA data sets not matching the listed data set
name pattern masks are candidates for the operation.

Valid with all commands.

NOTQNAME(x{,x})

For DSA data sets that are ORIGIN(EXPLICIT), this parameter omits data sets by
the CA-ASM2 queue name from which the archive or backup request was
originally received. One or more queue names can be specified. Standard
CA-ASM2 pattern masking can be specified to provide additional flexibility in
DSA data set selection.

Valid with all commands.

ORIGIN(x)

Selects DSA data sets based on how they came to be in the DSA. The possible
values of x are:

ANY To select DSA data sets of any origin. This is the default.

EXPLICIT To select DSA data sets written during an explicit or user pass
archive or backup. Data sets archived by the threshold archiving
facility as a result of the THRARC command are considered to be of
EXPLICIT origin.
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SYSTEM To select DSA data sets written during a system pass archive or
backup. Data sets archived by the threshold archiving facility under
the control of the Realtime Space Monitor are also considered to be
of SYSTEM origin.

Valid with all commands.

QNAME(x{,x})

For DSA data sets that are ORIGIN(EXPLICIT), this parameter identifies data sets
by the CA-ASM2 queue name from which the archive or backup request was
originally received. One or more queue names can be specified. Standard
CA-ASM2 pattern masking can be specified to provide additional flexibility in
DSA data set selection. If this parameter is omitted, it has the same effect as
specifying QNAME(-), that is, all queue names are selected.

Valid with all commands.

SIMULATE

Indicates this is a simulation run. M2DSAMGR scans the IPC for data sets that fit
the criteria and then print the detail and summary reports as if the COPY, MOVE,
or PURGE operation occurred, but with Simulation Run on the page headings.

Valid with all commands.

SORT(x{,x})

Indicates the sequence in which the DSA data sets are processed. If this
parameter is not specified, a default sort sequence is selected. Each command has
its own default sequence. Up to eight sort fields may be specified. Each sort field
is identified by one of the following keywords:

DAYSLEFT The number of days remaining before the expiration date of the
DSA copy of the data set.

DSAVOL The disk volume serial number of the disk where the DSA copy
resides.

DSN The data set name.

EXPDT The final expiration date for the data set itself, as opposed to the
expiration date of the DSA copy.

GDSN The generated data set name of the DSA copy of the data set.

HOMEVOL The disk volume where this data set was allocated.

ORIGIN The origin code identifying which CA-ASM2 process caused this
DSA data set to be written. It can be either S for system pass
archive or backup or X for explicit pass archive or backup. Data
sets archived by the threshold archiving facility can be considered
as either system or explicit, depending on how the threshold
archiver was invoked; if the threshold archiver was invoked by the
Realtime Space Monitor, it is considered system pass, otherwise it
is considered to be explicit.
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QNAME The CA-ASM2 queue name containing the original request that
caused this DSA data set to be written. For non-threshold system
pass functions, the queue name sorts as binary zeros; For explicit
or threshold functions the actual queue name is used for sorting. If
the system queue (the unnamed queue) was used, the queue name
sorts as character spaces.

SIZE The size of the DSA data set in tracks.

SUBTYPE The type of archive or backup. Either A for regular archive, P for
permanent archive, or B for regular backup.

TYPE The type of DSA data set. Either A for archive or B for backup.

To specify a descending sort, code a trailing hyphen behind the field name. For
example, if you wanted to sort on the number of days left in the DSA, the size of
the DSA data set is descending sequence, and the data set's name, you would code
SORT(DAYSLEFT,SIZE-,DSN).

Valid with COPY, MOVE and LISTDA commands.

SORTSIZE(x)

Identifies how much storage to make available to the system SORT utility. The
values of x can be:

nK To indicate the number of KBs.
nM To indicate the number of MBs.
MAX To indicate that SORT is to obtain all the storage it can.

The default is SORTSIZE(128K).

Valid with all commands.

SUBTYPE(x)

Operates with the TYPE(x) parameter to identify the specific unload type to be
selected where x can be:

PERMANENT Selects only permanently archived data from the DSA. This is
valid only with TYPE(ARCHIVE).

REGULAR If TYPE(ARCHIVE) is specified, selects all archived data in
the DSA that is not permanently archived. If TYPE(BACKUP)
is specified, selects all backed up data sets.

M2DSAMGR accepts PERM and REG as abbreviations for PERMANENT and
REGULAR, respectively. If SUBTYPE(x) is omitted, M2DSAMGR selects all
subtypes for the TYPE(x) that is specified.

Valid with all commands.

TYPE(x)

Identifies the unload type to be selected where x can be:

ARCHIVE Selects only archived data in the DSA.
BACKUP Selects only backed up data in the DSA.
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ANY Selects both archived and backed up data in the DSA. Valid with
LISTDSA and PURGE.

M2DSAMGR accepts ARCH and BKUP as abbreviations for ARCHIVE and
BACKUP, respectively. For a further breakdown of ARCHIVE and BACKUP, see
the SUBTYPE keyword. TYPE(x) designates which data sets in the DSA are to be
selected. Since the IPC is being searched rather than the DSA itself, in essence,
this parameter designates which IPC records are to be searched.

Valid with all commands.

UNCOPIED

Selects data sets that have not yet been copied to tape. These are identified by IPC
records whose Unload Destination Cell (UDC) does not contain a Tape
Destination SubCell (TDSC).

Valid with COPY, MOVE and LISTDSA commands.

4.4.9.5 COPY and MOVE Commands

Copying data sets from the DSA to tape is done with the COPY or MOVE command.
The only difference between these commands is that the MOVE command purges the
DSA copy of a data set once it has been successfully copied to tape.

When an archived or backed up data set is copied from the DSA to a tape volume, it
may be optionally decompressed and blocked according to the data mover that reloads
that data set from tape to facilitate secure, long term archival. The decompression and
reblocking is done by a separate routine. If the data set was a backup copy, Computer
Associates recommends the use of the MOVE command. Each COPY or MOVE
command can be further qualified with the use of the following control parameters.

Parameter Use of COPY or MOVE Parameter

CATID(x) Optional, but recommended. Default: CATID($OPT)
COMPRESSION(x) Optional. Default: COMPRESSION(YES)
DSAGROUP(x) Optional.
DSAUNIT(x) Optional.
DSAVOL(x) Optional.
GLIKE(x) Optional.
IPC-ENQTIME(x) Optional.
IPC-FREETIME(x) Optional.
LIKE(x) Optional.
NEWTAPE(x) Optional.
NOTLIKE(x) Optional.
NOTQNAME(x) Optional.
ORIGIN(x) Optional. Default: ORIGIN(ANY)
QNAME(x) Optional. Default: QNAME(-) for all qnames
SIMULATE Optional.
SORT(x) Optional. Default: SORT(TYPE SUBTYPE EXPDT DSAVOL

GDSN)
SORTSIZE(x) Optional. Default: SORTSIZE(128K)
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SUBTYPE(x) Optional. Default: SUBTYPE(ANY)
TYPE(x) Required.
UNCOPIED Optional. Default: UNCOPIED

Using the COPY Command for Archived Data

When M2DSAMGR copies data to tape, it attempts to group data sets together that
expire at about the same time. It does this by selecting all data sets to be copied and
sorting them by expiration date. As a general rule, the more data sets to be processed
in a given run, the better the expiration date groupings on tape. Your information
center should run M2DSAMGR with a COPY command on a regular basis to ensure
that tape copies exist for all archived data. But, it is also important to get a good
expiration date grouping on each tape to minimize forward merge activity later. The
frequency of such a run varies greatly, depending on your environment and its
availability objectives.

With a large Archive DSA, your information center can process the DSA less
frequently for COPY operations and therefore produce the best expiration date
groupings on tape. On the negative side, a large DSA takes away from disk space that
could be used for primary storage.

When you need to copy archived data from the Archive DSA to tape, the following
control statement is all that is needed:

COPY TYPE(ARCHIVE) SUBTYPE(REGULAR)

This selects all nonpermanent archived data sets that have not yet been copied to tape.
Since M2DSAMGR scans the IPC rather than the DSA itself, it is not necessary to
identify the DSA with the DSAGROUP(x), DSAUNIT(x), or DSAVOL(x) parameters.
To copy the permanent archive data sets to tape, simply specify:

COPY TYPE(ARCHIVE) SUBTYPE(PERMANENT)

CA-ASM2 separates longer term and shorter term archived data which helps your
information center manage archived data more easily.

Using the MOVE Command for Backed Up Data

CA-ASM2 is designed to work with a separate DSA for backed up data. Using
disk-to-disk backup reduces the backup window and facilitates an unattended backup
process. This capability allows the backup processes to complete with no tape mounts
during third shift. Your information center can then copy the backed up data to tape
during prime shift without affecting the availability of the original data sets.

If the data set must be restored before it is moved to tape, you can use the Restore
from Backup ($RB) command to select the data set copy from the DSA. Once
M2DSAMGR copies the data to tape, it deletes the DSA copy. As with archival,
M2DSAMGR processes the data sets according to their expiration dates. Since each
data set can have a different tape expiration date, this arrangement on tape allows
backup tapes to expire and become eligible for reuse more quickly.
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Typically, your information center wants to process the Backup DSA on a daily basis
with the following command:

 MOVE TYPE(BACKUP)

This selects all backed up data sets in all Disk Staging Areas and copy them to tape.
Since M2DSAMGR scans the IPC rather than the DSA itself, it is not necessary to
identify the DSA with the DSAGROUP(x), DSAUNIT(x), or DSAVOL(x) parameters.

If the COPY command is used instead of the MOVE command, the backup copies are
retained in the DSA until they expire. Although having backup copies in the backup
DSA would greatly speed up a restore from backup process, you may simply want to
use the backup DSA as a transient area to hold the backed up data sets until they can
be copied to tape and then delete them. The MOVE command was designed to
facilitate this. An independent backup DSA would not be required. In fact, you could
specify $DSAUNIT SYSDA on the $DASDMNT run, which would scatter the backup
copies in a disk pool, normally containing primary copies of data, then move those
data sets to tape by running M2DSAMGR with the MOVE command. The overall
effect would be a greatly reduced backup window, an operatorless backup, and
efficiently organized backup tapes.

 4.4.9.6 PURGE Command

Once it creates a tape copy, M2DSAMGR can remove data sets from the DSA based
on various criteria; for example:

1. The length of time the data set has been in the DSA
2. A data set name pattern mask
3. A desired free space threshold

The PURGE command specifies criteria for removing data sets from the DSA. You
can further qualify the PURGE command with the following parameters.

Parameter Use of PURGE Parameter

ADJUST(x) Optional.
CATID(x) Optional, but recommended. Default: CATID($OPT)
COPIED Optional. Default: COPIED
DOWNTO(x) Optional. If coded, either DSAGROUP(x), DSAUNIT(x), or

DSAVOL(x) must also be coded.
DSAGROUP(x) Optional.
DSAUNIT(x) Optional.
DSAVOL(x) Optional.
FORCE Optional.
FREE(n) Optional. If coded, either DSAVOL(x), DSAGROUP(x), or

DSAUNIT(x) must also be coded.
GLIKE(x) Optional.
IPC-ENQTIME(x) Optional.
IPC-FREETIME(x) Optional.
LIKE(x) Optional.
MAXDAYS(n) Optional.
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NOTLIKE(x) Optional.
NOTQNAME(x) Optional.
ORIGIN(x) Optional. Default: ORIGIN(ANY)
QNAME(x) Optional. Default: QNAME(-) for all qnames
SIMULATE Optional.
SORTSIZE(x) Optional. Default: SORTSIZE(128K)
SUBTYPE(x) Optional. Default SUBTYPE(ANY)
TYPE(x) Required

4.4.9.7 Using the PURGE Command

Generally, if the client has set up the DSA retention period to a reasonable value and
allocated sufficient space to the DSA, the following command should be all that is
needed:

 PURGE TYPE(ARCHIVE)

This would remove all archived data sets that have been in the DSA for their allotted
time and that have already been copied to tape. Since M2DSAMGR scans the IPC
rather than the DSA itself, it is not necessary to identify the DSA with the
DSAGROUP(x), DSAUNIT(x), or DSAVOL(x) parameters.

If the intent is to make space available in a given DSA without necessarily purging
data sets that have expired, use the DOWNTO(x) or FREE(x) parameters. When using
DOWNTO(x) or FREE(x), it is necessary to identify a specific DSA by coding
DSAVOL(x), DSAUNIT(x), or DSAGROUP(x). For example, consider the following
command:

PURGE TYPE(ARCHIVE) DSAGROUP(ARCHGRP) DOWNTO(85%)

This would select archived data sets on the SMS storage group ARCHGRP.
M2DSAMGR would first identify all of the volumes in the ARCHGRP and use the
Realtime Space Monitor's space analysis routines to determine the current utilization of
the specified group(s). If the utilization is less than 85%, no purging occurs, even if
some DSA data sets in the ARCHGRP storage group have already expired. This
retains DSA data sets based on DSA availability in order to improve service levels for
reloading from archive. If the ARCHGRP storage group was above 85% utilization,
purging would proceed until 85% utilization was achieved. However, M2DSAMGR
might not be able to meet the 85% objective. With the above command, only expired
DSA data sets are removed. To ensure the 85% objective being met, the following
command must be issued:

PURGE TYPE(ARCHIVE) DSAGROUP(ARCHGRP) DOWNTO(85%) FORCE

The FORCE parameter causes M2DSAMGR to purge DSA data sets even though they
have not yet expired. FORCE does not cause UNCOPIED DSA data sets to be
expired.

If multiple groups are listed in the DSAGROUP(x) or DSAUNIT(x) parameter or if
multiple volumes are specified in DSAVOL(x), the collection of volumes is treated as
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a single entity for DOWNTO(x) or FREE(x) analysis. This may result in one group
having more space freed than another group.

 4.4.9.8 LISTDSA Command

The LISTDSA command lists the contents of the DSA at any time. The same
selection parameters that are available to the PURGE command can also be used with
the LISTDSA command. You may find this command a useful alternative to using the
PURGE command with the SIMULATE parameter because LISTDSA provides more
information about the data sets in the DSA. You can further qualify the LISTDSA
command with the following parameters.

Parameter Use of LISTDSA Parameter

ADJUST(x) Optional.
CATID(x) Optional, but recommended. Default: CATID($OPT)
COPIED Optional.
DOWNTO(x) Optional. If coded, either DSAVOL(x), DSAGROUP(x), or

DSAUNIT(x) must also be coded.
DSAGROUP(x) Optional.
DSAUNIT(x) Optional.
DSAVOL(x) Optional.
FREE(n) Optional. If coded, either DSAVOL(x), DSAGROUP(x), or

DSAUNIT(x) must also be coded.
GLIKE(x) Optional.
IPC-ENQTIME(x) Optional.
IPC-FREETIME(x) Optional.
LIKE(x) Optional.
MAXDAYS(n) Optional.
NOTLIKE(x) Optional.
NOTQNAME(x) Optional.
ORIGIN(x) Optional. Default: ORIGIN(ANY)
QNAME(x) Optional.
SORT(x) Optional. Default: SORT(DSN DAYSLEFT HOMEVOL)
SORTSIZE(x) Optional. Default: SORTSIZE(128K)
SUBTYPE(x) Optional. Default: SUBTYPE(ANY)
TYPE(x) Required.
UNCOPIED Optional.
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4.4.9.9 Using the LISTDSA Command

The LISTDSA command provides a convenient way of determining how much data is
in the DSA. The storage administrator can use the following command:

LISTDSA TYPE(ARCHIVE) UNCOPIED

to determine whether it is worth running the COPY command. The report gives the
size of the data sets reported and also indicates the total space occupied by these data
sets. It lists the space occupied in the DSA and the space it originally occupied on
primary storage in tracks and in kilobytes.

4.4.10 M2DSAMGR Command Summary

The following M2DSAMGR Command Summary Table summarizes the relationships
between the commands and the command parameters. The commands are listed across
the top and all of the possible parameters are listed down the left side. At each
intersection in the table is a descriptor identifying how that parameter may be used.
The value of the descriptors may be any one of the following:

Legend for Command Summary Table

N/A The parameter may not be used with the associated command.

Required The parameter must be coded with the command or the command fails.

Default If not coded for this command, a default setting for this parameter is
taken. See the details of each command to determine the specifics of the
default.

Preferred While this parameter is optional, it would be prudent to code it because a
site-dependent default is taken.

Blank Where no relationship is stated, the parameter is optional for that
command.
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4.4.10.1 M2DSAMGR Command Summary Table

COMMAND COPY MOVE PURGE LISTDSA

ADJUST N/A N/A

CATID Preferred Preferred Preferred Preferred

COMPRESSION Default Default N/A N/A

COPIED N/A N/A Default

DOWNTO N/A N/A

DSAGROUP

DSAUNIT

DSAVOL

EXPIRED

FORCE N/A N/A N/A

FREE N/A N/A

GLIKE

IPC-ENQTIME

IPC-FREETIME

LIKE

MAXDAYS N/A

NEWTAPE N/A N/A

NOTLIKE

NOTQNAME

ORIGIN Default Default Default Default

QNAME

SIMULATE N/A

SORT Default Default Default Default

SORTSIZE Default Default Default Default

SUBTYPE Default Default Default Default

TYPE Required Required Required Required

UNCOPIED Default Default N/A
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4.4.10.2 M2DSAMGR Command Convention

The basic rules for the M2DSAMGR commands are as follows:

■ Columns 1 through 72 may contain control input.

■ Any input statement beginning with an * is considered to be a comment.

■ Any all-blank statement is printed, but ignored.

■ A command may be split onto several lines by keying a hyphen (-) as a
continuation character.

■ Any text on the same line after the - is considered to be a comment.

4.4.10.3 M2DSAMGR Return Codes

Register 15 contains the return codes received by M2DSAMGR. They are as follows:

Code Description

00 All processing completed without errors.

04 Warning messages were issued, but command completed.

08 Errors were detected in the input parameters.

12 Environmental errors were detected.

16 Calling parameters are in error.

20 Errors were detected while executing the command.

40 Data movement was attempted, but no data sets were copied.
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 4.4.11 Reports

For each command given to M2DSAMGR, a report page is generated that echoes the
command and all environmental information implied by the command. This
information is produced prior to executing the command. For an example of this part
of the output, see M2DSAMGR Processing Parameters And Control Input Listing on
page 4-38.

Each command produces its own characteristic report. That report begins at the top of
the next page. For an example of the output from the LISTDSA command, the COPY
and MOVE command, and the PURGE command respectively, see the following
reports in this chapter.

■ CA-ASM2 Disk Staging Area Manager Contents List Report

■ CA-ASM2 Disk Staging Area Manager Copy Processing Report

■ CA-ASM2 Disk Staging Area Manager Purge Processing Report

After all commands have been processed, M2DSAMGR produces a statistical totals
page that summarizes all processing for all commands. For an example of this report
page, see M2DSAMGR DSA Processing Totals Report on page 4-43.
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4.4.11.1 Processing Parameters and Control Input Listing

The Disk Staging Area Manager program produces a processing log that identifies any
control statement errors or other processing errors that were encountered during
execution.

COMPUTER ASSOCIATES CA-ASM2 DISK STAGING AREA MANAGER PAGE 2

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YYYY 11:�4:39

PURGE EXPIRED -

 SIMULATE -

 DSAVOL(SJ-) -

 DOWNTO(75%) -

 �A� TYPE(ANY) -

 IPC-ENQTIME(�:�5) -

 IPC-FREETIME(�.1) -

 SORTSIZE(MAX)

ASMDM15� - SIMULATE IS IN EFFECT

ASMDM15� - CATID(ASM2) IS IN EFFECT

ASMDM15� - IPC-ENQTIME(�:�5.��) IS IN EFFECT

ASMDM15� - IPC-FREETIME(�:��.1�) IS IN EFFECT

ASMDM15� - ORIGIN(ANY) IS IN EFFECT

ASMDM15� - TYPE(ANY) IS IN EFFECT

ASMDM15� - SUBTYPE(ANY) IS IN EFFECT

ASMDM15� - SORT IS IN EFFECT

ASMDM16� - SORT.1 = DAYSLEFT-

ASMDM16� - SORT.2 = SIZE- �B�
ASMDM15� - SORTSIZE(MAX) IS IN EFFECT

ASMDM15� - ADJUST(�) IS IN EFFECT

ASMDM15� - EXPIRED IS IN EFFECT

ASMDM15� - COPIED IS IN EFFECT

ASMDM15� - DSAVOLUME IS IN EFFECT

ASMDM16� - DSAVOLUME.1 = SJ-

ASMDM15� - DOWNTO(75%) IS IN EFFECT �C�
ASMDM81� - DSA CAPACITY IS ........5,997,539,28� BYTES.

DSA USAGE IS ...........5,�12,295,875 BYTES OR 84%.

DSA TARGET IS ..........4,498,154,46� BYTES OR 75%. �D�
ASMDM17� - DSA CANDIDATE VOLUMES:

ASMDM16� - CANDIDATE.1 = SJTEST

ASMDM16� - CANDIDATE.2 = SJ���1

ASMDM16� - CANDIDATE.3 = SJ���2

ASMDM16� - CANDIDATE.4 = SJ���3 �E�
ASMDM16� - CANDIDATE.5 = SJ���4

ASMDM16� - CANDIDATE.6 = SJ���5

M2DSAMGR always produces a processing log. The control statements are echoed
back to the client at �A� with any syntax errors as they are encountered. After each
command is parsed, M2DSAMGR logs out all options in effect that may influence the
operation of the command. In this example, we see that a PURGE command has been
entered. Options such as CATID(ASM2) and COPIED were not specified, but those
options are in effect. These options determine which IPC is scanned for DSA entries
and which of those data sets are selected. Any control parameters that can be
specified as a list are echoed back as a parsed list with each element listed separately.
For example, look how the SORT parameter is echoed at �B� above. DAYSLEFT is
the primary sort field, identified as SORT.1 in the report above. The trailing minus
sign indicates this is a descending sort for this field.

Any time a specific DSA is identified by esoteric unit name, SMS storage group name,
or by volume list, M2DSAMGR identifies all of the possible candidate volumes and
lists them as illustrated at �E� above. Notice at �C� that DSAVOL(SJ-) was specified.
Since standard CA-ASM2 pattern masking characters can be entered in this field, a
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candidate volume list of all matching volume serial numbers is produced. The
candidate volume list includes only online volumes.

The threshold analysis information printed in message ASMDM810 at �D� is produced
in response to the DOWNTO(75%) parameter.

4.4.11.2 Contents List Report

The Disk Staging Area Manager program produces a Contents List Report in response
to a LISTDSA command. You may select DSA data sets using a variety of selection
filters such as LIKE(x), NOTLIKE(x), and EXPIRED.

COMPUTER ASSOCIATES CA-ASM2 DISK STAGING AREA MANAGER PAGE 3

CA-ASM2 VERSION 4.2 CONTENTS LIST REPORT MM/DD/YYYY 11:29:54

 �C�
N U S HOME DSA ORIGNL DSA DSADAYS

T .............. DATA SET NAME ........... T T VOLUME ....... DSA GENERATED DATA SET NAME ........ VOLUME TRKS TKS LEFT

BUVWX�1.AGS3�3.JCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��42 BKUP�2 2 1 16

BUVWX�1.AGS31�.JCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A���5 BKUP�4 4 1 16

BUVWX�1.AGS4��.ARCH.PROTECT �B� B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A���3 �D� BKUP�6 �E� 4 �F� 1 �G� 16
BUVWX�1.AGS4��.ARCH.SCRATCH B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��22 BKUP�8 2� 1 16

BUVWX�1.AGS4��.JCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��18 BKUP1� 69 23 16

BUVWX�1.AGS42�.BUILDJCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��29 BKUP12 2� 1 16

BUVWX�1.AGS42�.JCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��12 BKUP14 121 44 16

BUVWX�1.AGS42�.LIST B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��23 BKUP16 36� 38 16

BUVWX�1.AGS42�.SAMPJCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��3� BKUP18 25 2 16

BUVWX�1.AGS42�.SAMPJCLE B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��31 BKUP2� 55 2 16

BUVWX�1.AGS42�.TEMP$PDS B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��28 BKUP22 5 1 16

BUVWX�1.AGS42�ST.JCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��33 BKUP24 3� 1 16

BUVWX�1.AGS42�ST.SYSOUT.BKUP.$TAPPOOL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A���6 BKUP26 1 1 16

BUVWX�1.ARCH.$ARQUEUE B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��36 BKUP28 1 1 16

BUVWX�1.ARCH.$RAQUEUE B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��37 BKUP3� 1 1 16

BUVWX�1.ARCH.$TAPPOOL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��39 BKUP32 1 1 16

BUVWX�1.ARCH.ARCPARMS B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��38 BKUP34 1 1 16

BUVWX�1.ARCH.INCR B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��4� BKUP36 1� 1 16

BUVWX�1.ARCH.LOUSER B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��35 BKUP38 1 1 16

BUVWX�1.ASM2.JCL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��21 BKUP39 45 12 16

BUVWX�1.BKUP.$TAPPOOL B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��34 BKUP42 1 1 16

BUVWX�1.BKUP.INCR B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��32 BKUP43 1� 1 16

BUVWX�1.BKUP.LOUSER B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��27 BKUP46 1 1 16

BUVWX�1.CLIST B B SJ���1 CN9���.DSAUNLD.B1998298.T124911.A��16 BKUP48 15 1 16

� BUVWX�1.DA$DSET.NO$LSTAR B B SJ���1 BUVWX�1.DSAUNLD.B1998247.T162656.A���1 BKUP49 45� 425 -35

� BUVWX�1.DA$DSET.NO$LSTAR B B SJ���1 BUVWX�1.DSAUNLD.B1998247.T153211.A���1 BKUP5� 1 1 -35

� BUVWX�1.DA$DSET.NO$LSTAR B B SJ���1 BUVWX�1.DSAUNLD.B1998247.T16��2�.A���1 BKUP51 1 1 -35

� BUVWX�1.DA$DSET.NO$LSTAR B B SJ���1 BUVWX�1.DSAUNLD.B1998247.T161�58.A���1 BKUP52 1 1 -35

� BUVWX�1.DA$DSET.NO$LSTAR B B SJ���1 BUVWX�1.DSAUNLD.B1998247.T161822.A���1 BKUP53 45� 425 -35

� BUVWX�1.DA$DSET.NO$LSTAR B B SJ���1 BUVWX�1.DSAUNLD.B1998247.T161�58.A���1 BKUP54 1 1 -35

�A�

With this report you are able to determine the status of all data sets that have been
archived or backed up to the DSA. Notice at �A� above, in the column titled NT, that
some of the data sets have an asterisk beside them. This indicates there is no tape copy
of this data set. The column at �B� identifies the original data set name. The two
columns at �C� titled UT and ST mark the unload type and the unload subtype,
respectively. Unload type is A for archive and B for backup. Unload subtype is A for
regular archive, P for permanent archive, and B for backup. �D� identifies the data set
name in the DSA where the archived or backed up copy of this data set now resides.
The column marked with �E� shows the number of primary disk tracks this data set
occupied at the time it was archived or backed up, while the column marked with �F�
shows the number of tracks this data occupies in the Disk Staging Area. If this DSA
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copy of the data set is on a different device type than the home volume, the
comparison of tracks saved is not as meaningful. For an accurate comparison, review
the ASMDM350 message that appears in the Processing Totals report at the end of the
run. Those figures are based on byte counts derived from the track capacities of the
respective volumes. The column identified with �G� indicates the number of days
remaining before this data set is eligible to be purged. If the number is negative, this
indicates the data set is past its allotted time in the DSA and could be purged at any
time if the DSA space were required.
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4.4.11.3 Copy Processing Report

The Disk Staging Area Manager program produces a Copy Processing Report or a
Move Processing Report in response to a COPY or MOVE command. Even though
these two reports have different titles to distinguish them, they are both in the same
format. For this reason, only the Copy Processing Report is illustrated.

 COMPUTER ASSOCIATES CA-ASM2 DISK STAGING AREA MANAGER PAGE 3

 CA-ASM2 VERSION 4.2 ��� SIMULATION ��� COPY PROCESSING REPORT ��� SIMULATION ��� MM/DD/YYYY 11:31:34

 �A� �B�
 U S HOME DSA DSA DSADAYS EXPIRE TAPE FILE

 .............. DATA SET NAME ............... T T VOLUME VOLUME TRKS LEFT DATE VOLUME SEQ ...... PROCESSING NOTES

 BUVWX�1.TEST.DSAARCH.CATLGD A A SJ���1 ARCH�1 1 -19 �8/2�/1998 �SIMU� 1

 BUVWX�1.TEST.DSAARCH.CATLGD A A SJ���1 ARCH�2 1 -19 �8/2�/1998 �SIMU� 2

 BUVWX�1.TEST.DSAARCH.CATLGD A A SJ���1 ARCH�3 1 3 �9/11/1998 �SIMU� 3

 BUVWX�1.TEST.DSAARCH.CATLGD A A SJ���1 ARCH�4 1 8 �9/16/1998 �SIMU� 4

 BUVWX�1.TEST.DSAARCH.CATLGD A A SJ���1 ARCH�5 1 1� �9/18/1998 �SIMU� 5 �E�
 BUVWX�1.QC.TST1KSDS.CLUSTER A A SJ���1 ARCH�6 2 11 �9/19/1998 �SIMU� 6

 BUVWX�1.TST1KSDS.AIX A A SJ���1 ARCH�7 1 11 �9/19/1998 ASMDM42� - COPY DEFERRED

 BUVWX�1.TST2KSDS.AIX A A SJ���1 ARCH�8 1 11 �9/19/1998 ASMDM42� - COPY DEFERRED

 BUVWX�1.TST3KSDS.AIX A A SJ���1 ARCH�9 1 11 �9/19/1998 ASMDM42� - COPY DEFERRED

 BUVWX�1.ISAM A A SJ���5 ARCH1� 3 11 �9/19/1998 �SIMU� 7

 BUVWX�1.SASDATA A A SJ���5 ARCH11 1 11 �9/19/1998 �SIMU� 8

 BUVWX�1.TEST.DSAARCH.CATLGD A A SJ���1 ARCH12 1 21 �9/29/1998 �SIMU� 9

 BUVWX�1.QC.TST1KSDS.CLUSTER A P SJ���1 ARCH13 5 -75 �6/26/1998 �SIMU� 1�

 BUVWX�1.TST1KSDS.AIX A P SJ���1 ARCH14 1 -75 �6/26/1998 �SIMU� 11

 BUVWX�1.TST2KSDS.AIX A P SJ���1 ARCH15 2 -75 �6/26/1998 �SIMU� 12

 BUVWX�1.TST3KSDS.AIX A P SJ���1 ARCH16 2 -75 �6/26/1998 �SIMU� 13

 BUVWX�1.TEST.DSAARCH.NOTCAT A P SJ���1 ARCH17 1 -75 �6/26/1998 �SIMU� 14

 BUVWX�1.QC.TST1KSDS.CLUSTER A P SJ���1 ARCH18 5 -75 �6/26/1998 �SIMU� 15

 BUVWX�1.TST1KSDS.AIX A P SJ���1 ARCH19 1 -75 �6/26/1998 �SIMU� 16

 BUVWX�1.TST2KSDS.AIX A P SJ���1 ARCH2� 2 -75 �6/26/1998 �SIMU� 17

 BUVWX�1.TST3KSDS.AIX A P SJ���1 ARCH21 2 -75 �6/26/1998 �SIMU� 18

 BUVWX�1.QC.TST1KSDS.CLUSTER A P SJ���1 ARCH22 5 -74 �6/27/1998 �SIMU� 19

 BUVWX�1.TST1KSDS.AIX A P SJ���1 ARCH23 1 -74 �6/27/1998 �SIMU� 2�

 BUVWX�1.TST2KSDS.AIX A P SJ���1 ARCH24 2 -74 �6/27/1998 �SIMU� 21

 BUVWX�1.TST3KSDS.AIX A P SJ���1 ARCH25 2 -74 �6/27/1998 �SIMU� 22

 BUVWX�1.QC.TST1KSDS.CLUSTER A P SJ���1 ARCH26 5 -74 �6/27/1998 �SIMU� 23

 BUVWX�1.TST1KSDS.AIX A P SJ���1 ARCH27 1 -74 �6/27/1998 �SIMU� 24

 BUVWX�1.TST2KSDS.AIX A P SJ���1 ARCH28 2 -74 �6/27/1998 �SIMU� 25

 BUVWX�1.TST3KSDS.AIX A P SJ���1 ARCH28 2 -74 �6/27/1998 �SIMU� 26

 ASMDM51� - NO DSA DATA WAS COPIED TO TAPE

 �C� �D�

 ASMDM19� - COPY FAILED, RETURN(4�) REASON(�) INFO(�)

When M2DSAMGR copies data sets from the DSA to tape, it produces a report
similar to the one above. It identifies where the data sets have been copied. This run is
a simulation run as indicated by the two simulation title markers at �A� and �B�
above. The column identified with �C� indicates the tape volume serial number where
this data set has been copied. In this example, *SIMU* is used as the tape volume
serial number because this is a simulation run. The specific file sequence number on
the tape is indicated in the column marked with �D� above. If any unusual or notable
conditions arise during processing, column �E� contains a brief message. If the
condition is serious, additional error messages appear on the report lines that follow.
In this example, the ASMDM420 message indicates VSAM alternate indexes were
encountered. M2DSAMGR defers processing them until the owning cluster is
encountered. When the owning cluster is encountered, the cluster is copied to tape,
immediately followed by all of the associated alternate indexes. This facilitates quick
reloads from tape.
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4.4.11.4 Purge Processing Report

The Disk Staging Area Manager program produces a Purge Processing Report in
response to a PURGE command.

 COMPUTER ASSOCIATES CA-ASM2 DISK STAGING AREA MANAGER PAGE 3

 CA-ASM2 VERSION 4.2 ��� SIMULATION ��� PURGE PROCESSING REPORT ��� SIMULATION ��� MM/DD/YYYY 11:�5:31

 �A� �B�
 U S HOME DSA DSA DSADAYS EXPIRE TAPE FILE

 .............. DATA SET NAME ............... T T VOLUME VOLUME TRKS LEFT DATE VOLUME SEQ .. PROCESSING NOTES ..

 BUVWX�1.TEST.DSAARCH.CATLGD B B SJ���1 BKUP�1 1 -53 12/18/1998 ASF�61 2

 BUVWX�1.AGS42�.JCL B B SJ���1 BKUP�2 44 -17 1�/24/1998 ASF�58 1�

 BUVWX�1.AGS42�.LIST B B SJ���1 BKUP�3 38 -17 1�/24/1998 ASF�58 21 �E�
 BUVWX�1.AGS4��.JCL B B SJ���1 BKUP�4 23 -17 1�/24/1998 ASF�58 16

 BUVWX�1.TEST.MLTVPS B B SJ���1 BKUP�5 13 -17 1�/24/1998 ASF�58 5

 BUVWX�1.ASM2.JCL B B SJ���1 BKUP�6 12 -17 1�/24/1998 ASF�58 19

 BUVWX�1.PRINT.PDS B B SJ���1 BKUP�7 9 -17 1�/24/1998 ASF�58 11

 BUVWX�1.WORK.ASM B B SJ���1 BKUP�8 9 -17 1�/24/1998 ASF�58 13

 BUVWX�1.IPCSDUMP.DRCTRY�1 B B SJ���1 BKUP�9 8 -17 1�/24/1998 ASF�58 23

 BUVWX�1.IXRASUBS.SYSOUT B B SJ���1 BKUP1� 2 -17 1�/24/1998 ASF�58 17

 BUVWX�1.ISPF.ISPPROF B B SJ���1 BKUP11 2 -17 1�/24/1998 ASF�58 15

 BUVWX�1.AGS42�.SAMPJCLE B B SJ���1 BKUP12 2 -17 1�/24/1998 ASF�58 29

 BUVWX�1.AGS42�.SAMPJCL B B SJ���1 BKUP13 2 -17 1�/24/1998 ASF�58 28

 BUVWX�1.AGS42�ST.JCL B B SJ���1 BKUP14 1 -17 1�/24/1998 ASF�58 31

 BUVWX�1.AGS42�.TEMP$PDS B B SJ���1 BKUP15 1 -17 1�/24/1998 ASF�58 26

 BUVWX�1.AGS42�.BUILDJCL B B SJ���1 BKUP16 1 -17 1�/24/1998 ASF�58 27

 BUVWX�1.ARCH.$TAPPOOL B B SJ���1 BKUP17 1 -17 1�/24/1998 ASF�58 37

 BUVWX�1.ARCH.$RAQUEUE B B SJ���1 BKUP18 1 -17 1�/24/1998 ASF�58 35

 BUVWX�1.ARCH.$ARQUEUE B B SJ���1 BKUP19 1 -17 1�/24/1998 ASF�58 34

 BUVWX�1.AGS42�ST.SYSOUT.BKUP.$TAPPOOL B B SJ���1 BKUP2� 1 -17 1�/24/1998 ASF�58 7

 BUVWX�1.AGS4��.ARCH.SCRATCH B B SJ���1 BKUP21 1 -17 1�/24/1998 ASF�58 2�

 BUVWX�1.AGS4��.ARCH.PROTECT B B SJ���1 BKUP22 1 -17 1�/24/1998 ASF�58 4

 BUVWX�1.AGS31�.JCL B B SJ���1 BKUP23 1 -17 1�/24/1998 ASF�58 6

 BUVWX�1.AGS3�3.JCL B B SJ���1 BKUP24 1 -17 1�/24/1998 ASF�58 39

 BUVWX�1.M2DSAMGR.LOUSER B B SJ���1 BKUP25 1 -17 1�/24/1998 ASF�58 12

 BUVWX�1.ISPFPARM.CLIST B B SJ���1 BKUP26 1 -17 1�/24/1998 ASF�58 3

 BUVWX�1.IPCSPROB.DIRECTRY B B SJ���1 BKUP27 1 -17 1�/24/1998 ASF�58 22

 BUVWX�1.IPCSDSET.DIRECTRY B B SJ���1 BKUP28 1 -17 1�/24/1998 ASF�58 18

 BUVWX�1.GDG.LVL�5.G���2V�� B B SJ���1 BKUP29 1 -17 1�/24/1998 ASF�58 24

 BUVWX�1.ARCH.LOUSER B B SJ���1 BKUP3� 1 -17 1�/24/1998 ASF�58 33

 BUVWX�1.ARCH.INCR B B SJ���1 BKUP31 1 -17 1�/24/1998 ASF�58 38

 BUVWX�1.ARCH.ARCPARMS B B SJ���1 BKUP32 1 -17 1�/24/1998 ASF�58 36

 BUVWX�1.CLIST B B SJ���1 BKUP33 1 -17 1�/24/1998 ASF�58 14

 BUVWX�1.BKUP.LOUSER B B SJ���1 BKUP34 1 -17 1�/24/1998 ASF�58 25

 BUVWX�1.BKUP.INCR B B SJ���1 BKUP35 1 -17 1�/24/1998 ASF�58 3�

 BUVWX�1.BKUP.$TAPPOOL B B SJ���1 BKUP36 1 -17 1�/24/1998 ASF�58 32

 VTOC1.VSJ���1 B B SJ���1 BKUP37 1 -17 1�/24/1998 ASF�58 2

 BUVWX�1.TSO22.LISTMCD B B SJ���1 BKUP38 1 -17 1�/24/1998 ASF�58 9

 ASMDM�1� - PURGE COMPLETED, RETURN(�) REASON(�) INFO(�)

 �C� �D�

This run is a simulation run as indicated by the two simulation title markers at �A� and
�B� above. When M2DSAMGR purges data sets from the DSA, it first ensures that a
tape copy exists. Column �C� indicates the tape volume serial number where this data
set currently resides. The specific file sequence number on the tape is indicated in
column �D� above. If any unusual or notable conditions arise during processing,
column �E� contains a brief message. If the condition is serious, additional error
messages appear on the report lines that follow.
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4.4.11.5 Processing Totals Report

After the Disk Staging Area Manager program has processed all commands, it
produces a Processing Totals Report. If multiple commands are processed during one
run, these totals summarize the activity for all of the commands processed. The
following example was taken from a run where one MOVE command was processed.

COMPUTER ASSOCIATES CA-ASM2 DISK STAGING AREA MANAGER PAGE 6

CA-ASM2 VERSION 4.2 PROCESSING TOTALS MM/DD/YYYY 1�:49:12

1 COMMAND(S) RECEIVED

1 MOVE COMMAND(S) PROCESSED

3�7 IPC RECORDS PROCESSED

134 DSA DATA SETS SELECTED

134 DSA DATA SETS COPIED

�A� 134 DSA DATA SETS PURGED

1,�93 DSA TRACKS SELECTED

1,�93 DSA TRACKS COPIED

�B� 1,�93 DSA TRACKS FREED

21,211,7�8 DSA DATA BYTES SELECTED

21,211,7�8 DSA DATA BYTES COPIED

�C� 21,211,7�8 DSA DATA BYTES FREED

 -------------------------

2,594 ORIGINAL DATA TRACKS

123,152,744 ORIGINAL DATA TRACK/BYTES

�D� 34,677,386 DATA BYTES BEFORE COMPRESS

19,128,558 DATA BYTES AFTER COMPRESS

 �E�
ASMDM35� - 83% OVERALL SPACE REDUCTION ACHIEVED FOR SELECTED DATA SETS

45% DATA COMPRESSION IN DSA FOR SELECTED DATA SETS

ASMDM9�� - END OF PROCESSING

 �F�

At a quick glance, you are able to determine whether all intended data sets were
processed. The three counters at �A� labeled DSA DATA SETS SELECTED, DSA
DATA SETS COPIED and DSA DATA SETS PURGED all have the same value.
This indicates that all DSA data sets meeting the selection criteria were copied to tape
and then purged from the DSA. The counters labeled DSA TRACKS SELECTED,
DSA TRACKS COPIED and DSA TRACKS FREED �B� identify the amount of DSA
space involved. The DSA bytes counters express the same information in byte
amounts at �C� above. This is particularly useful information if the DSA is comprised
of mixed device type.

All during processing, M2DSAMGR keeps statistics on how well the DSA is being
utilized. These statistics are based solely on the DSA data sets selected for processing.
If any data sets have been selected during processing, M2DSAMGR produces the
original data set statistics shown at �D� and also produces the ASMDM350 message,
shown at �E� above. M2DSAMGR converts each data set's size from tracks to bytes
based on the track capacity of the respective volume. This means that 1 track of a
3380 gets converted to 47476 bytes and 1 track of a 3390 gets converted to 56664
bytes. By converting to bytes, M2DSAMGR gives an extremely accurate picture of
how disk space is actually being occupied. For each data set selected, M2DSAMGR
accumulates the total amount of space the data set occupied on primary storage. This
is displayed in the counter labeled ORIGINAL DATA TRACK/BYTES. M2DSAMGR
uses this value and the DSA DATA BYTES SELECTED shown at �C� to compute the
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OVERALL SPACE REDUCTION ACHIEVED. This summarizes the effectiveness of
both data compression and reblocking in the DSA. In this example, the statistical
sampling includes the 134 data sets that were selected. Looking only at these 134 data
sets, the overall space required in the DSA was 83% less than these same data sets
occupied when they were on their home volumes. For example, if the selected data
sets occupied a total of 100 tracks of primary disk space, they now occupy 17 tracks
in the DSA. Of course, this example assumes that both the home volumes and the
DSA volumes are of the same device type. In the report sample above, the DSA
contained mixed device types, so the comparison of DSA TRACKS SELECTED with
ORIGINAL DATA TRACKS is not particularly meaningful, but M2DSAMGR
converts each data set's size from tracks to bytes in order to present a true picture
DSA utilization efficiency.

The ASMDM350 message also indicates the effectiveness of the data compression
component in reducing space requirements in the DSA. Although the effects of the
data compression are rolled into the OVERALL SPACE REDUCTION ACHIEVED
figure, the data compression effectiveness is separated out to assist the client in
selecting the data compression technique that provides the best results. M2DSAMGR
uses the DATA BYTES BEFORE COMPRESS and the DATA BYTES AFTER
COMPRESS to calculate this value. These byte counts summarize the actual number
of data bytes in the original data on the home volumes and the actual number of data
bytes recorded in the DSA. These byte counts are not calculated from track capacities.
In this case, the compression component was able to reduce the data by 45 percent.
For another example, if the input data set consisted of 100 records that were 80 bytes
long, the 8000 bytes of input are compared against the total byte count after
compression. In this example, one would expect the 8000 bytes to be reduced to 4400
bytes.

To mark the conclusion of all processing, M2DSAMGR issues the ASMDM900
message, illustrated at �F� in the example report.
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4.4.11.6 Examples - M2DSAMGR

Example 1

//SAMPLE JOB 111111,JOE SMITH,CLASS=A,MSGCLASS=R

//STEP1 EXEC ASM2DSAM

//SYSIN DD �

PURGE DSAUNIT(ARCHIVE) FREE(2�%)

In this example, the data administrator wants to ensure there is at least 20 percent free
space in the disk archive. Each data set in the disk archive has been assigned a
specific time period that it can remain in the disk archive. For SMS controlled data
sets, $DASDMNT determined that information at the time the data set was archived.
All archived data sets that have stayed in the disk archive for their allotted time are
considered eligible for purging. If any of those data sets have been removed and there
is still not 20 percent free space, CA-ASM2 issues an error message and terminates
processing. To remove more data sets, the data administrator could specify the
ADJUST parameter. For example:

PURGE DSAUNIT(ARCHIVE) FREE(2�%) ADJUST(-3)

If the job is resubmitted with this control statement, M2DSAMGR subtracts three days
from the expected date when a given data set was originally scheduled to expire from
the disk archive. In effect, all data sets are scheduled to expire three days earlier than
originally planned. This means more archived data sets are eligible for the PURGE
operation.

Example 2

//SAMPLE JOB 111111,JOE.SMITH,CLASS=A,MSGCLASS=R

//STEP1 EXEC ASM2MEXA

 //SYSIN DD �

 COPY TYPE(ARCHIVE)

In this example, the data administrator wants to make tape copies of all archived data
sets in the DSA that have not yet been copied to tape. Since no CATID was specified,
M2DSAMGR uses the default CATID in the $OPTIONS field $CATID.
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 4.5 Threshold-Driven Archival

Threshold-driven archival is designed to provide maximum disk availability by
archiving data sets based on threshold values defined by your information center. It is
available only as disk-to-disk archival with the Realtime Space Monitor, but either
disk-to-tape or disk-to-disk with the $TA command.

The Threshold Archiver (M2THRARC) program analyzes a specific volume or group
of volumes to determine if the amount of available space satisfies installation defined
threshold levels. If sufficient space is available, the threshold archiver simply
terminates. When the threshold is exceeded, it queues data sets for archival until the
threshold is satisfied. The SMS storage group low threshold value or command input is
used as the threshold value. When archiving is required, data sets are selected based on
inactivity (least most recently referenced) and data set size.

The Threshold Archiver M2THRARC can be automatically invoked by the Realtime
Space Monitor (RTSM) program or run independently as an on-demand threshold
analysis and archiving facility.

4.5.1 Realtime Threshold Archiving

In RTSM mode, threshold-driven archival is comprised of three components:

■ Realtime Space Monitor
■ Threshold Archiver - M2THRARC

 ■ $DASDMNT

Realtime Space Monitor functions as an active monitoring utility that triggers archival
activity. As it records the free space on the monitored storage groups, unit groups, and
volumes, it checks to see if the user-defined threshold has been exceeded. For SMS
storage groups, the Realtime Space Monitor uses the threshold values contained in the
storage group definitions. Three keyword parameters on the RTSM MONITOR
command, THRESHOLD, STGROUP, and XSTGROUP identify the high and low
threshold values, and the SMS storage groups that are or are not to be monitored. If
any threshold is exceeded, RTSM invokes the Threshold Archiver M2THRARC to
select data sets for archival and place them into the archive queue. RTSM always
assigns the RTSM job name as the queue name. After M2THRARC has queued
archive requests, RTSM invokes $DASDMNT to archive the selected data sets to the
Disk Staging Area (DSA). For more information on RTSM and threshold archiving,
see Realtime Space Monitor on page 12-11.
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4.5.2 On-Demand Threshold Archiving

In batch, M2THRARC can be invoked using the CA-ASM2 procedure ASM2CMDU
or the batch TSO command processor IKJEFT01. M2THRARC is invoked with the
$TA command. $TA parameters let you control the selection of volumes, queue
names, and thresholds. A simulate function is also provided.

M2THRARC produces an Archive Selection Report (shown on 4-51) that lists those
data sets selected for archive and a Summary Report which lists the space freed by
volume.

4.5.3 Job Control Statements

Threshold archiving can be accomplished in two ways: automatically by RTSM and
independently as a TSO or batch command. Sample JCL for invoking M2THRARC
automatically by RTSM is shown on 12-13. The following sample JCL shows
M2THRARC invoked as a batch command.

 Sample JCL

//SAMPLE JOB 12334�,JOE SMITH,CLASS=A,MSGCLASS=R

//STEP1 EXEC ASM2CMDU

//SYSIN DD �

$TA STGROUP(INVENTRY,ACCT) DOWNTO(8�%)

 Control Statements

Command Description

$TA Threshold Archive command.

4.5.3.1 $TA Command Parameters

Parameters let you further define the $TA command. You can specify one or more of
the following parameters in any order.

DOWNTO(n)

Specifies the desired occupancy level to be achieved for the volumes specified by
the VOL, UGROUP or STGROUP parameter. It indicates that data sets are to be
removed from the volumes until n amount of the primary storage is occupied.
The value of n can be:

n% Indicates a percentage of the total space.
nK Indicates the number of KBs.
nM Indicates the number of MBs.
$OPT Indicates the $DOWNTO percentage in $OPTIONS is to be used. $OPT

is the default.

Chapter 4. Archival and Backup 4-47



4.5 Threshold-Driven Archival

FREE(n)

Specifies the desired free space level to be achieved for the volumes specified by
the VOL, UGROUP or STGROUP parameter. It is basically the inverse of
DOWNTO(n). For example, DOWNTO(80%) is the same as FREE(20%). Just
like DOWNTO(n), the value of n can be:

n% Indicates a percentage of the total space.
nK Indicates the number of KBs.
nM Indicates the number of MBs.
$OPT Indicates 100 minus the $DOWNTO percentage in $OPTIONS is to be

used. $OPT is the default.

NOBACKUP(x)

Specifies whether a data set for which no backup exists may be archived. The
value of x can be:

SKIP Specifies that if the SU60 bit (also referred to as the change bit) indicates
the data set has been changed since the last backup, do not select this data
set for archival. SKIP is the default.

OK Specifies that it does not matter whether there is a current backup for this
data set.

The Realtime Space Monitor always uses NOBACKUP(SKIP).

QNAME(x)

Specifies the CA-ASM2 archival queue name where CA-ASM2 is to place
archival selections. This parameter and its associated archival queue name are
required. If one is not specified, a SIMULATE run is forced.

REPORT(x)

Specifies whether a report listing the data sets queued for archival is to be
produced. The value of x can be:

YES Produces a list of data sets queued for archival. YES is the default.

NO Specifies that no report is to be produced.

SIMULATE

Indicates this is a simulation run and no data sets are to be queued for archival.
M2THRARC produces a report showing which data sets would have been queued
and a summary of freed space by volume.

STGROUP(x{,x})

Specifies the SMS storage group or groups to be scanned. All volumes in this
storage group or groups are scanned for candidates for archival. If STGROUP is
specified and neither DOWNTO(n) or FREE(n) are specified, M2THRARC uses
the threshold value from the storage group definition for the threshold. Pattern
masking is supported for STGROUP.
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SMS contolled data sets that have not yet reached their primary days of non-usage
are not considered candidates for archival.

SMS controlled data sets whose management class indicate that the data set is not
eligible for AUTO Migrate are not considered for archive.

UGROUP(x{,x})

Specifies the non-SMS esoteric unit group name or names to be scanned. All
volumes in this unit group or groups are scanned for archival candidates.

VOL(x{,x})

Specifies the volume or list of volumes to be scanned for archival candidates.

A volume entry can be the full 6-character volume serial, a 1- to 6-character
generic entry such as VOL(SYS WORK), or VOL(*) can be used to specify all
online volumes.

4.5.4 Executing the Threshold Archiver as a Command

The Threshold Archive command, $TA, can be executed under TSO or in the batch
environment using ASMBMON or the batch Terminal Monitor Program.

The procedure ASM2THRA is convenient for users to invoke the Threshold Archiver.
ASM2THRA invokes $ASMBMON and contains all of the DD statements required by
the $TA command. As distributed, this procedure includes the ARCPARMS,
MNTSYSIN and XCPTNLOG DD statements, which triggers M2THRARC to
ATTACH $DASDMNT to perform archivability analysis. If any of these three DD
statements are missing, M2THRARC does not ATTACH $DASDMNT and all data
sets are considered as archive candidates.

The suggested method of invoking the Threshold Archive command is by using the
ASM2THRA procedure. ASM2CMDU or the batch TMP can be used, however no
archivability analysis is performed unless the user adds the ARCPARMS, MNTSYSIN
and XCPTNLOG DD statements.

 JCL Examples: 

Using ASM2THRA

In the following example, the user wants to archive data sets from the esoteric group
PROD until an occupancy level of 85 percent is achieved (15 percent available free
space). After the completion of the $TA command, $AR requests which cause the
occupancy level to fall to 85 percent are placed in the ARCHBKLG queue with a
QNAME of THRARC. Step ASM2DEXA invokes $DASDMNT to process $AR
requests associated with a QNAME of THRARC. The data sets are archived to the
Disk Staging Area (DSA).
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//SAMPLE JOB 111111,JOHN.JONES,CLASS=A,MSGCLASS=R

//ASM2THRA EXEC ASM2THRA

 //ASM2THRA.SYSIN DD �

$TA UGROUP(PROD) DOWNTO(85%) QNAME(THRARC)

//ASM2DEXA EXEC ASM2DEXA

 //UNLOAD3�.SYSIN DD �

$USRPASS THRARC

In the next example, the user wants to archive data sets from the SMS Storage Group
TESTAREA. Because neither DOWNTO nor FREE were specified, the threshold value
of the Storage Group definition is used for the DOWNTO threshold.

//SAMPLE JOB 111111,JOHN.JONES,CLASS=A,MSGCLASS=R

//ASM2THRA EXEC ASM2THRA

 //ASM2THRA.SYSIN DD �

$TA STGROUP(TESTAREA) QNAME(THRARC)

//ASM2DEXA EXEC ASM2DEXA

 //UNLOAD3�.SYSIN DD �

$USRPASS THRARC

Using ASM2CMDU

In the following ASM2CMDU example, the user wants to determine which data sets
would be archived from all online volumes whose volume serial number begins with
the characters MFG if a free space level of 25 percent is requested. Because
SIMULATE is specified, a report is produced but no $AR requests are queued.

//SAMPLE JOB 111111,JOHN.JONES,CLASS=A,MSGCLASS=R

//ASM2CMDU EXEC ASM2CMDU

 //SYSIN DD �

$TA VOL(MFG) FREE(25%) SIMULATE

 4.5.5 Security Considerations

M2THRARC LINKs to the security interface module $AUTHEXT. This enables users
to restrict the use of the $TA command by inserting code in module $AUTHXTU.
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 4.5.6 M2THRARC Output

The Threshold Archiver program, M2THRARC, produces this two part report. The
first part lists the data sets that it selected for archival. It places entries for these data
sets in the archival queue as $AR commands. The second part shows the space to be
freed for each volume.

Archive Selection Report

COMPUTER ASSOCIATES ARCHIVAL SELECTION REPORT PAGE 1

CA-ASM2 VERSION 4.2 SORTED BY LAST USE / ALLOC MM/DD/YYYY �8:3�:44

VOLUME DSNAME CREDT EXPDT LMDATE LSTUS ALLOC DSCOUNT CB

PROD�2 MNOPQ�1.TEMP.ASM2IPC �7/21/98 ��/��/�� �8/2�/98 �8/2�/98 13246 C

PROD�1 BUVWX�1.TEST.MASTER �7/�2/98 ��/��/�� �8/�7/98 �8/2�/98 237 C

SJ���1 CDEFG�2.AM.TABLE.LIB �7/21/98 ��/��/�� �8/19/98 �8/23/98 2136

SJ��14 CDEFG�2.AM.TABLE.TESTIB �7/21/98 ��/��/�� �8/21/98 �9/1�/98 2611

 TOTAL 1823� 4

 Field Descriptions

VOLUME Volume serial number of the DASD volume where the data set
resides.

DSNAME Data set name.

CREDT Data set creation date.

EXPDT Data set expiration date.

LMDATE Date the data set was last modified.

LSTUS Date the data set was last used.

ALLOC Data set allocation quantity in KBs.

DSCOUNT Data set count (total).

CB Data set change bit (SU60 compatible). C=SU60 bit is on. This
means no current backup of this data set is available.
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COMPUTER ASSOCIATES THRESHOLD ARCHIVE SELECTION REPORT PAGE 2

CA-ASM2 VERSION 4.2 SPACE FREED BY VOLUME MM/DD/YYYY �8:3�:44

VOLUME UNIT VOLATTR VOL CAPACITY SPACE BEFORE SPACE AFTER %BEF %AFT %CHG #ARCHIVED

CAI5�4 335� PRIVATE 32�359 2725� 821�9 9 26 17 18

CIC��2 335� PRIVATE 32�359 194222 27�148 61 84 23 32

SJ���4 335� PRIVATE 32�359 6�64 152�26 2 47 45 115

TOTALS 961�77 227436 5�4283 23 52 29 165

 Field Descriptions

VOLUME Volume serial number of the DASD volume that was processed.

UNIT Device type.

VOLATTR Volume attributes.

VOL CAPACITY Volume capacity in KBs.

SPACE BEFORE Free space available in KBs before the threshold archive.

SPACE AFTER Free space available in KBs after the threshold archive.

%BEF Percentage of free space before the threshold archive.

%AFT Percentage of free space after the threshold archive.

%CHG Percentage of free space gained by the threshold archive.

#ARCHIVED The number of data sets archived.
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 4.6 System-Initiated Archival

Archival increases online disk space availability by moving infrequently used data
from disk-to-tape or from disk-to-disk, and then purging this data from online disk.
System-inititated archival (also called system-pass archive) automatically archives data
based on criteria defined by your information center.

System-initiated archival jobs execute the $DASDMNT program with the ASM2SYSA
procedure followed by the SYSIN control statement. Use ASM2SYSA to archive data
on a scheduled or as-needed basis. The input stream specifies which volumes to
process and what constitutes inactivity for archiving purposes.

You can specify any number and type of disk as input volumes. As an integrity
measure, CA-ASM2 verifies that specified volumes have been predefined as eligible
for archive by the $ARCHPAK parameter (see $ARCHPAK on page 4-93 for details),
a member of ASM2.PARMLIB.

If data sets on a volume can be archived due to inactivity, the VTOC of such a
volume must contain aging information. CA-ASM2 merely subtracts a data set's last
reference date (as maintained in the VTOC) from the run date to arrive at the number
of days of disuse. If this is equal to or greater than the cutoff value specified by the
$CYCLETM parameter (see 4-97), CA-ASM2 considers the data set inactive. If your
information center is using the CA-ASM2 aging process to determine inactivity, it is
imperative that $CYCLETM for the volume be less than the number of days since
installation of the CA-ASM2 aging modification. If your information center already
has SU60 aging its data sets, CA-ASM2 uses the SU60 information without requiring
the CA-ASM2 modifications to be installed. However, SU60 does not provide aging
information for VSAM clusters, whereas the CA-ASM2 modifications provide last-use
date, use count, and a change flag for VSAM clusters.

When performing a system-initiated archive (ASM2SYSA or ASM2DSYA) or a
system threshold archive (ASM2THRA or ASM2SMON), there are some ISPF/TSOE
related data sets that, for performance and convenience, should be excluded from
archive processing. By excluding these data sets the performance of IXR is enhanced
during TSO processing should IXR be installed. These data sets are those associated
with the Software Configuration and Library Management
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(SCLM) and the ones associated with the RECOVERY ON mode of the PDF editor.
The $SYSPASS, PARMSYSA and PARMTHRA members of the PARMLIB library,
by default, include the following $QUALIFY entries to perform the exclusion of the
aforementioned data sets:

$QUALIFY 1,-.PROJDEFS.LOAD

$QUALIFY 1,-.ISR���-.BACKUP

Note:  The default $IXRUDSX exit distributed with Version 4.2 of CA-ASM2
excludes these data sets from IXR consideration.

In a live archive run, data sets successfully copied from disk-to-tape are uncataloged
and scratched. If you select the Deferred Scratch option (see Deferred Scratch on
page 4-10), CA-ASM2 scratches and uncatalogs the data sets only after it generates a
valid duplex tape. It records the new location and attributes of archived data sets in
the IPC to facilitate restoring by a $RA command. Deferred Scratch is not an option
for disk-to-disk archival.

A system-initiated archive run produces three logs. A Summary Log is output to an
online disk data set, ARCH.ARCLOG. A Main Log (SYSPRINT in UNLOAD30)
contains detailed information on archive activity. An Exception Log (XCPTNLOG in
UNLOAD30) documents unusual conditions and comments from the user exit.

4.6.1 Job Control Statements

 Sample JCL: 

System-initiated archive jobs execute the $DASDMNT program with the ASM2SYSA
procedure.

The following example assumes a $ARCHPAK MVS16B parameter has been added to
ARCPARMS or MVS16B is an SMS volume in an auto migrate storage group:

//SYSARCH JOB

// EXEC ASM2SYSA

//UNLOAD3�.SYSIN DD �

$CYCLETM 15

$DISKPAK MVS16B,,339�

/�

This sample JCL uses $DISKPAK parameters and the VTOC of the disk volume
indicated (MVS16B) as the basis for archival. The last parameter indicates the device
type (3390) on which the volume resides. The $CYCLETM parameter defines 15 days
of inactivity necessary for a data set to be eligible for archival during this run.
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4.6.1.1 Archive SYSIN Parameters

See Archive/Backup SYSIN Parameters on page 4-90 for a list and description of the
SYSIN parameters for a system-initiated archive run.

4.6.2 Sample Output - System-Initiated Archive

The following sample reports are from a disk-to-tape system-initiated archive run.

4.6.2.1 System-Initiated Archive Run - List of Parameters

 LIST OF ARCHIVE SYSTEM DEFAULT PARAMETERS

 ----------------------------------------------------------------------------------------------------------------------------

 ----------------------------------------------------------------------------------------------------------------------------

 ----------------------------------------------------------------------------------------------------------------------------

 $ARCHPAK SJ���1

 $ARCHPAK SJ���2

 $ARCHPAK SJ���3

 $ARCHPAK SJ���4

 $ARCHPAK SJ���5

 $MAXPASS 999

 $MAXTAPE 999

 ----------------------------------------------------------------------------------------------------------------------------

 ----------------------------------------------------------------------------------------------------------------------------

 ----------------------------------------------------------------------------------------------------------------------------

 LIST OF INPUT STREAM PARAMETERS

 ----------------------------------------------------------------------------------------------------------------------------

 ----------------------------------------------------------------------------------------------------------------------------

 ----------------------------------------------------------------------------------------------------------------------------

 $UTILITY

 $SIMUL

 $NOTCTLD 2

 $ARCHEXT

 $CYCLETM 3�

 $DISKPAK SJ���1,,339�,3�

 $DISKPAK SJ���2,,339�,3�

 $DISKPAK SJ���3,,339�,3�

 $DISKPAK SJ���4,,339�,3�

 $EMPTYOK

 $GDSOKAY

 $NOTPOOL
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4.6.2.2 System-Initiated Archive Run - Volumes Selected for GROUPS

On this report, $DASDMNT lists the volume serial numbers of the volumes selected
by $UGROUP or $STGROUP statements for system-initiated runs. After all groups
have been processed, $DASDMNT reports the VOLSERs selected by $UGROUP or
$STGROUP statements. Volumes specifically selected by $DISKPAK SYSIN
parameters are not included in this report. Also when $ANYPAKS is not specified,
any volumes which are in a specified $UGROUP or $STGROUP but which were not
specified on a $ARCHPAK parameter are not processed.

-----------------------------------------------------------------------------------------------------------------------------

-----------------------------------------------------------------------------------------------------------------------------

-----------------------------------------------------------------------------------------------------------------------------

LIST OF VOLUMES SELECTED OR REFERENCED BY $DASDMNT SYSIN PARAMETERS VER 4.2

-----------------------------------------------------------------------------------------------------------------------------

-----------------------------------------------------------------------------------------------------------------------------

-----------------------------------------------------------------------------------------------------------------------------

(A) $ARCHPAK OR $ANYPAKS SPECIFIED FOR NON SMS VOLUME

(D) $DISKPAK PARAMETER SPECIFIED FOR VOLUME

(S) INCLUDED IN SMS STORAGE GROUP SPECIFIED ON $STGROUP PARAMETER

(U) INCLUDED IN MVS ESOTERIC UNIT GROUP SPECIFIED ON $UGROUP PARAMETER

(+) SMS VOLUME WITH AUTO BACKUP ENABLED

(-) SMS VOLUME WITH AUTO BACKUP DISABLED

SJ���1(AD) SJ���2(AD)

PROD�1(AU) PROD�2(ADU) PROD�3(AU)

SMSV�1(S+) SMSV�2(S+) SMSV�3(S+) SMSV�4(DSU+)
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4.6.2.3 System-Initiated Archive Run - Exception Log

 MM/DD/YY 19:�9

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 RESULTS OF ARCHIVE RUN---EXCEPTION LOG 4.2

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 DAS���9I USING PREFIX: CN9���.QC

 DAS��1�I USING TAPE AS UNLOAD UNIT FOR THIS RUN

 DATASET NAME ACTION CODE- (�=NO ACTION, 1=LIST, 2=ARCHIVE, 3=SCRTCH, 4=PURGE, 5=RLSE SPACE,7=REQ DEQ, 8=ERROR)

RETURN CODES FROM SCR UNC REL VOLUME COMMENT

 �- CN9���.INCRTEST.VSAM� SJ���1 EMPTY DATASET

 �- C9���TST.QC.TESTCL3 SJ���1 EMPTY DATASET

 �- CN9���.INCRTEST.VSAM SJ���1 EMPTY DATASET

 �- C9���24.RSVP.TABLE SJ���1 EMPTY DATASET

 �- C9���24.C9���45.KR SJ���1 EMPTY DATASET

 �- VN9���.QC.TSTAIX3 SJ���1 EMPTY DATASET

 2- KENBO�1.ISPUNCH SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- CN9���.SMF.DAILY.G�259V�� SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- CN9���.QC.SECOND1 SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- CN9���.SMF.DAILY.G�263V�� SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- BUEJO�1.QC.ARCH.OLD.CATALOG SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- CN9���.QC.CUD1GDG.G���1V�� SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 �- C9���75.SCHEDULE.INDEX SJ���1 ACCESS METHOD REQUIRES PHYSICAL DATA MOVER

 �- C9���75.SCHEDULE.STANDARD SJ���1 ACCESS METHOD REQUIRES PHYSICAL DATA MOVER

 2- CN9���.SMF.DAILY.G�26�V�� SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- CN9���.SMF.DAILY.G�264V�� SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 2- CN9���.QC.SECOND2 SJ���1 NOT CATALOGUED: REFER TO $NOTCTLD ACTION CODE

 Field Descriptions

DATASET NAME Name of the data set.

ACTION CODE Action code associated with the data set. Possible action
codes are:

*= No action. The data set is bypassed.
1= List the data set on the Exception Log.
2= Archive the data set.
3= Scratch the data set.
4= Purge. Scratch and uncatalog the data set.
5= Release unused space.
7= Request deleted from the archive queue.
8= Error.

RETURN CODES FROM Return codes associated with the data set. Possible return
codes are:

SCR A scratch action.
UNC An uncatalog action.
REL A release space action.
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VOLUME Volume serial number of the DASD volume where the
data set resides.

COMMENT Comments associated with the data set.

System-Initiated Archive Run - Main Log

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 MM/DD/YY 19:�9 ARCHIVE RUN---MAIN LOG (RUN TYPE: SYSTEM-INITIATED � � SIMULATED � � USING NON-PERMANENT TAPES ) 4.2

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 DAS��67I CYCLETM CRITERIA FOR THIS VOLUME IS: ��3�

 DAS�421I MAXIMUM NUMBER OF DATASETS THAT WILL BE PROCESSED ON SJ���1 IS 9999

 DAS��23I PROCESSING ON VOLUME SJ���1 BEGINS AT 19:�9:5637

 DATASETS SELECTED FOR ARCHIVAL FROM SJ���1: RENAME UNLD RC UNCAT RC SCR RC RECFM TO VOL SEQ ARCHIVED? DAYS OF TRACKS

 DISUSE FREED ORG

COTJE�1.ISPF.ISPPROF2 ��� XXX XXX-X FB ASH�58 �63 Y-INACTIVITY �69 ����2 PO

C9����1.SPFEDITA.BACKUP2 E ��� XXX XXX-X U ASH�58 �64 Y-INACTIVITY 197 ���15 PS

CN9���.DQC23�.JCL ��� XXX XXX-X FB ASH�58 �65 Y-INACTIVITY �69 ���2� PO

VN9���.IMPORT.T C ��� XXX XXX-X V ASH�58 �66 Y-INACTIVITY 25� ���16 VS

VN9���.IXR.TSTKSDS.CLUSTER C ��� XXX XXX-X V ASH�58 �67 Y-INACTIVITY 25� ����2 VS

VN9���.ELCBASE.SITES121 C ��� XXX XXX-X VS ASH�58 �68 Y-INACTIVITY 25� ����2 VS

C9���TST.QC.TESTCL5 C ��� XXX XXX-X V ASH�58 �69 Y-INACTIVITY 25� ���12 VS

C9���TST.QC.TESTCL2 C ��� XXX XXX-X V ASH�58 �7� Y-INACTIVITY 25� ���17 VS

VN9���.ELCBASE.SITES113 C ��� XXX XXX-X VS ASH�58 �71 Y-INACTIVITY 25� ����2 VS

VN9���.ELCBASE.TSTEMPLS C ��� XXX XXX-X V ASH�58 �72 Y-INACTIVITY 25� ����2 VS

VN9���.ELCBASE.OLD.EMPLS C ��� XXX XXX-X V ASH�58 �73 Y-INACTIVITY 25� ����2 VS

VN9���.ELCBASE.HELP2 C ��� XXX XXX-X V ASH�58 �74 Y-INACTIVITY 25� ���16 VS

CN9���.DQC23�.CALFILE ��� XXX XXX-X F ASH�58 �75 Y-INACTIVITY �86 ����5 DA

KENBO�1.ISPUNCH E ��� XXX XXX-X FBA ASH�58 �76 Y-INACTIVITY 25� ����1 PS

CN9���.SMF.DAILY.G�259V�� ��� XXX XXX-X VB ASH�58 �77 Y-INACTIVITY 195 ����4 PS

C9����1.SYSUDUMP ��� XXX XXX-X VBA ASH�58 �78 Y-INACTIVITY 195 ����2 PS

C9����1.SPFEDITB.BACKUP2 E ��� XXX XXX-X U ASH�58 �79 Y-INACTIVITY 25� ���15 PS

BUEJO�1.ASM2.MANUALS ��� XXX XXX-X FB ASH�58 �8� Y-INACTIVITY 1�� ���1� PO

 | | | | | | | | | | | | | |

 | | | | | | | | | |

 ARCHIVE STATISTICS FOR PACK SJ���1

 FUNC DATE TIME DISK TAPE LOSEQ HISEQ DSCB# ARCH# TRACKS-ARCHIVED PRE POST TRACKS-PURGED LAST DATASET ARCHIVED TO TAPE

 ST YYDDD 19.�9 SJ���1 ASH�58 �63 1�1 955 673 22395 ��533 ��533 �����

 DATA SET CONTROL BLOCKS READ 955

 DATA SET UNLOAD ATTEMPTS 673

 DATA SETS UNLOADED 673

 DATA SET UNCATALOG ATTEMPTS �

 DATA SETS UNCATALOGUED �

 DATA SET SCRATCH ATTEMPTS �

 DATA SETS SCRATCHED �

 # DATASET ENQUEUE INTERLOCKS �

 DDNAME = SYS����5

 VOLUME SERIAL NUMBER = SJ���5
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 Field Descriptions

DATASETS SELECTED Name of the data set selected for archival.

RENAME Contains any of the following qualifiers:

* = Data set unloaded by a physical data mover.

+ = Data set unloaded by SAS utility.

C = Data set had no last-use date (unaged) and the
create date was used as the last-use date.

E = Empty data set.

I = Data set had no last-use date (unaged) and the
CA-ASM2 install date was used as the last-use
date.

M = Data set unloaded as multivolume data set.

R = Data set is renamed at unload with this character
string at next-to-last node (QUALIFY operand of
the unload command).

UNLD RC Unload return code from the data mover.

UNCAT RC Uncatalog return code from the scratch SVC. See IBM's
manual, Systems Programmer's Library Data Management
for the meaning of the return code (XXX-X means the
action was not attempted), and for MVS/ESA systems,
see System - Data Administration SC26-4515.

SCR RC Scratch return code from the scratch SVC. See IBM's
manual, Systems Programmer's Library Data Management
for the meaning of the return code (XXX-X means the
action was not attempted), and for MVS/ESA systems,
see System - Data Administration SC26-4515.

RECFM Record format of the data set.

TO VOL Volume on which the data set was unloaded.

SEQ File sequence number of the data set on the tape volume.

ARCHIVED? Contains the qualifier Y or N, where:

Y - INACTIVITY $CYCLETM criterion met.

Y - USER REQ Result of $AR or $BK command.

Y - SYSIN PARM Selected using $QUALIFY
criteria.

Y - URQ-nnnnnn Selected for explicit unload to
logical request queue nnnnnn,
where nnnnnn is the queue name.
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Y - INSTALL Selected for unload for backup of
critical CA-ASM2 data sets.

Y - AIX Selected a component of a
VSAM sphere.

N - UNLOAD RC Unloaded due to a return code
other than zero.

N - UNCAT RC Attempt to uncatalog data set
failed.

N - SCRATCH RC Attempt to scratch data set failed.

N - RECAT RC Attempt to recatalog data set
failed.

DAYS OF DISUSE Number of days the data set was not used.

TRACKS FREED Amount of tracks freed by unload of the data set.

ORG Type of data set organization.

ARCHIVE STATISTICS Provides unload statistics for the indicated volume.

FUNC Indicates the run type, where the first character can be:

I Incremental backup run
T Threshold archival run
S System-initiated run
U User-initiated run

The second character can be:

B Backup
P Permanent archive
T Temporary (nonpermanent archive)

DATE Date the disk volume was unloaded.

TIME Time the disk volume was unloaded.

DISK Volume serial number of the disk volume.

TAPE Tape VOLSER number.

LOSEQ Low file sequence number of the volume on tape.

HISEQ High file sequence number of the volume on tape.

DSCB# Number of Data Set Control Blocks read.

ARCH# Number of data sets archived.

TRACKS-ARCHIVED Number of tracks archived.

PRE Number of tracks free on the volume before the unload.

POST Number of tracks free on the volume after the unload.
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TRACKS-PURGED Number of tracks purged by the unload. Archive runs
using deferred scratch report 0 tracks purged because the
scratch occurs in a TPBKUP70 step.

LAST DATASET Name of the last data set archived to the DSA.

4.6.2.4 System-Initiated Archive Run - IPC Update Summary Control Log

COMPUTER ASSOCIATES CA-ASM2 IPC UPDATE UTILITY PAGE ���1

CA-ASM2 VERSION 4.2 CONTROL LOG MM/DD/YY 19:�9.53

673 UNLOADS PROCESSED

� FORMAT-3 DSCB RECORDS READ

� FORMAT-2 DSCB RECORDS READ

673 FORMAT-1 DSCB RECORDS READ

673 IPC UNLOAD RECORDS ADDED

3 IPC PATH RECORDS ADDED

IPC UPDATE ENDED ON THURSDAY , MM/DD/YY 19:1�
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4.7 Explicit Archival - $AR

The $AR command lets a user (by way of TSO or batch job) request that specific data
sets be copied from disk to either tape or DSA, uncataloged, and then deleted from
their DASD volume. An alternative to submitting an archive command is to use the
ISPF Archive Utility panel (see the CA-ASM2 ISPF User Interface Guide for details).

4.7.1 Initiating an Explicit Archive Request

A user issues a $AR command designating the names of specific data sets for
CA-ASM2 to archive; for example, $ar dsname(audit.critical.data). The archive
command does not actually invoke the data set unload operation. Instead, it places an
entry describing the data set into a command queue that is later processed when a
batch archive job specifying that queue name is submitted. Batch jobs are run on a
periodic (usually daily) basis to minimize the number of required tape mounts.

CA-ASM2 supports $AR requests for VSAM data sets at the cluster level. It does not
archive VSAM catalogs, alternate indexes, data components, index components, or
page spaces; it rejects requests for these VSAM objects. CA-ASM2 processes archival
requests for VSAM clusters in a manner compatible with IDCAMS EXPORT
PERMANENT processing.

 Syntax

Explicit Archival - $AR 

 ┌ ┐─,──────
��──$AR─ ──DSNAME( ───

�
┴─dsname─ ) ──┬ ┬────────────────── ─────────────�

 └ ┘──COMMENT(comment)

�─ ──┬ ┬──────────── ──┬ ┬─────────── ──┬ ┬────────────── ──────────────�
  └ ┘ ─NOVALIDATE─ └ ┘ ─PERMANENT─ └ ┘──QNAME(qname)

 ┌ ┐──RETPD ──┬ ┬──────────────
 │ │├ ┤──(nnnn) ──────
 │ ││ │┌ ┐─9999─
 │ │└ ┘──( ──┴ ┴────── )
�─ ──┬ ┬────────────────── ──┴ ┴───────────────────────── ────────────�

  └ ┘──QUALIFY(dsnindx)

�─ ──┬ ┬──────────────── ──────────────────────────────────────────�

  └ ┘──VOLUME(volume)

Required - DSNAME(dsname)

Defaults - RETPD is set to a value defined by your information center.
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 Operands

COMMENT(comment) Associates a comment up to 30 characters with the data set.
Comments are preserved in the IPC and retrieved by the
$AI or $CI command.

DSNAME Lists the names of data sets to be archived. The dsname can
be either a fully qualified data set name in single quotes or
an unqualified data set name to which the user ID in TSO
or the jobname minus 1 trailing character is prefixed. You
cannot specify partial data set names.

NOVALIDATE Bypasses the procedure of validating a data set's existence
before allowing its entry into the user-initiated archival
request queue. NOVALIDATE (1) prevents mass storage
system from staging the VTOC, (2) allows archive of a data
set that is created sometime before the next system archive
run if the volume is known, and (3) allows archive of a data
set on offline volumes.

PERMANENT Specifies that the data set be placed on a permanent archive
tape. Permanent archive tapes are those tapes containing
data sets that have a long-term retention period. This
operand is ignored if (as an information center option)
short-term and long-term retention period archivals are not
placed on separate tapes.

QNAME(qname) Specifies that this archive request be added to the logical
queue specified (qname) for later processing. All archive
requests containing the same queue name are processed
when a batch archive job specifying that queue name is
submitted. The qname is a one- to nine-character string.

QUALIFY(dsnindx) Renames the specified data set by adding the dsnindx as a
second-level index to the existing name when archived.
Restoration must be under the new name. The dsnindx is a
one- to eight-character string. For example,
DSNAME(my.data) QUALIFY(new) results in a data set
being renamed as my.new.data.

This operand is not applicable with VSAM files.

RETPD(nnnn) Specifies the number of days (up to your information
center-set value) that the data set is to be retained. A value
of 9999 sets retention to your information center-defined
maximum.

VOLUME(volume) Specifies the volume serial number of the DASD volume
where data sets being archived reside.
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4.7.2 Using CA-RSVP to Generate Explicit Archival Requests

You can also accomplish system-initiated archival by using CA-RSVP preprocessor
facilities to generate explicit archival requests based on user criteria. This eliminates
having to specify CA-ASM2 input parameters or write exit routines to meet some
unique requirement relating to archival. The SUBCOMMAND keyword of the $RSVP
command generates transactions directly on the queues. See the CA-RSVP User Guide
for more information.

4.7.3 Servicing the Explicit Archive Request

The purpose of an explicit archive run is to service all outstanding user requests for
archive. Explicit archive jobs execute the $DASDMNT program with the ASM2EXPA,
ASM2EXPP, ASM2DEXA or ASM2DEXP procedure followed by the SYSIN control
statement. It processes archive requests that have been entered into a queue data set
by an online $AR command.

Use the ASM2EXPA procedure for archival to nonpermanent tapes, and the
ASM2EXPP procedure for archival to permanent tapes. Use the ASM2DEXA
procedure for archival to nonpermanent DSA, and the ASM2DEXP procedure for
archival to permanent DSA. The longer the wait between runs, the greater the
operational efficiency, since CA-ASM2 can batch more data sets onto a single volume.
One archive run per day is fairly typical. If there are multiple archive requests for
identically named data sets, only the last request is acted on.

4.7.4 Job Control Statements

Sample Input Stream

// EXEC ASM2EXPA

 -or-

// EXEC ASM2DEXA

 -or-

// EXEC ASM2DEXP

 -or-

// EXEC ASM2EXPP

4.7.4.1 Archive SYSIN Parameters

See Archive/Backup SYSIN Parameters on page 4-90 for a list and description of the
SYSIN parameters which can be used to further tailor the explicit archive runs.
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4.7.5 Examples - $AR

Example 1

In this example, the user was satisfied to retain the data set in archives for a relatively
short period of time and, therefore, allowed the command to default to the assumption
of nonpermanent tape. The information center's default retention period for data sets on
such copies was 730 days (two years).

$ar dsname(normal.case.data)

��� DATASET NAME: USER1.NORMAL.CASE.DATA

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

73� DAY RETENTION PERIOD IN EFFECT:

INSTALLATION DEFAULT FOR "NON-PERMANENT" COPIES

'$AR' ENDED

Example 2

In this example, the user requested the data set be flagged for permanent archival.
Since the user did not use the RETPD keyword, CA-ASM2 used the information
center's default retention period (1835 days) for data sets on permanent archive copies.

CA-ASM2 distinguishes between permanent and nonpermanent which allows each
information center to establish a standard time period for archive tape retention. Under
ordinary circumstances, the useful life for a data file might be one or two years. Some
information centers, however, require that certain classes of information be retained for
significantly longer periods of time (five to ten years). With CA-ASM2, the user can
indicate permanent retention through the keyword PERMANENT. CA-ASM2 archives
the indicated data sets to a special class of archived tape volume.

$ar dsname(audit.critical.data) permanent

��� DATASET NAME: USER1.AUDIT.CRITICAL.DATA

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD: PERMANENT

1835 DAY RETENTION PERIOD IN EFFECT:

INSTALLATION DEFAULT FOR "PERMANENT" COPIES

'$AR' ENDED

Example 3

This example illustrates archiving multiple data sets with a single command. It also
shows a user-specified retention period.

$ar dsname(hasp41.source.asm tso.mods.asm) retpd(18�)

��� DATASET NAME: USER1.HASP41.SOURCE.ASM

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

��� DATASET NAME: USER1.TSO.MODS.ASM

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

18� DAY RETENTION PERIOD IN EFFECT:

PER USER REQUEST

'$AR' ENDED
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Example 4

This example shows how to rename a data set to be archived. The qualifier inserted
into the data set name can be one to eight alphanumeric characters.

$ar dsname('user6.comp3��.cobol') qualify(tstver2) retpd(�3�)

��� DATASET NAME: USER6.COMP3��.COBOL

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

AND RENAMED ON ASM2 TAPE TO: USER6.TSTVER2.COMP3��.COBOL

3� DAY RETENTION PERIOD IN EFFECT:

PER USER REQUEST

'$AR' ENDED

Example 5

In this example, a user attempted to specify a retention period that exceeded the
maximum period established by the information center. CA-ASM2 ignored the user's
request and used the maximum (365 days) value defined by the information center.

$ar dsname(mfg.data) retpd(9��)

���DATASET NAME: USER1.MFG.DATA

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

365 DAY RETENTION PERIOD IN EFFECT:

INSTALLATION MAXIMUM FOR ARCHIVE COPIES

'$AR' ENDED

Example 6

In this example, a user entered the RETPD value 9999 that indicates both data sets are
to be retained in archives for the maximum period allowable by the information center.

$ar dsname(audit.pl1 yearend.load) retpd(9999)

��� DATASET NAME: USER1.AUDIT.PL1

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

��� DATASET NAME: USER1.YEAREND.LOAD

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

1�95 DAY RETENTION PERIOD IN EFFECT

INSTALLATION MAXIMUM

'$AR' ENDED
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Example 7

This example shows how to archive a data set that is not cataloged. The data set is not
cataloged when reloaded unless specifically requested by $RECATLG (see 4-108) or
the $RA command keyword CATALOG(YES) (see 5-5) entered as input to the batch
archiving procedure.

$ar dsname(vols.asm) volume(wrk269)

��� DATASET NAME: USER1.VOLS.ASM

DATA SET NOT IN CATALOG

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

73� RETENTION PERIOD IN EFFECT

INSTALLATION DEFAULT FOR 'NON-PERMANENT' COPIES

'$AR' ENDED

Example 8

This example illustrates the use of the logical request queue facility. $AR requests can
be logically pooled into request queues when the QNAME keyword is specified.
CA-ASM2 then processes specific queues, groups of queues, or all queues during
execution of the batch job that explicitly archives data sets. The selection of only
specific queues effectively ensures that the archive copies used in such a run contain
only data sets explicitly directed to those queues. The QNAME keyword may be from
one to nine characters long.

$ar dsname(defrag.asm) qname(tsovols)

��� DATASET NAME: JRT.DEFRAG.ASM

LOGICAL QUEUE REQUESTED: TSOVOLS

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

73� DAY RETENTION PERIOD IN EFFECT

INSTALLATION DEFAULT FOR 'NON-PERMANENT' COPIES

'$AR' ENDED
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4.7.6 Sample Output - Explicit Archive

A disk-to-tape explicit (user-initiated) archive run produces the following listings and
reports:

1. List of System Default Parameters
2. List of Input Stream Parameters

 3. Exception Log
 4. Main Log
5. IPC Update Summary Control Log

Examples of these reports for an explicit run are shown on 4-79.

In addition to the reports listed above, a disk-to-disk explicit run produces the
following Disk Staging Area Summary Statistics report.

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 DISK STAGING AREA SUMMARY STATISTICS VER 4.2

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

8 - UNLOADS PROCESSED (TOTAL)

254� - KILOBYTE COUNT BEFORE COMPRESSION

1�73 - KILOBYTE COUNT AFTER COMPRESSION

-58% - COMPRESSION FACTOR

29 - TRACKS USED IN DISK STAGING AREA

7 - UNLOADS PROCESSED (RECFM=F/FB)

25�8 - KILOBYTE COUNT BEFORE COMPRESSION

1�53 - KILOBYTE COUNT AFTER COMPRESSION

-58% - COMPRESSION FACTOR

28 - TRACKS USED IN DISK STAGING AREA

� - UNLOADS PROCESSED (RECFM=U)

� - KILOBYTE COUNT BEFORE COMPRESSION

� - KILOBYTE COUNT AFTER COMPRESSION

�% - COMPRESSION FACTOR

� - TRACKS USED IN DISK STAGING AREA

� - UNLOADS PROCESSED (RECFM=V/VB/VBS)

� - KILOBYTE COUNT BEFORE COMPRESSION

� - KILOBYTE COUNT AFTER COMPRESSION

�% - COMPRESSION FACTOR

� - TRACKS USED IN DISK STAGING AREA

1 - UNLOADS PROCESSED (RECFM=OTHER)

32 - KILOBYTE COUNT BEFORE COMPRESSION

19 - KILOBYTE COUNT AFTER COMPRESSION

-41% - COMPRESSION FACTOR

1 - TRACKS USED IN DISK STAGING AREA
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 4.8 Archive Restrictions

CA-ASM2 does not archive certain data sets:

■ Data set names prefixed by SYS1, SYSCTLG, or your information center prefix
followed by ARCH or BKUP are specifically excluded from archival although not
from backup.

■ Data set names with a DSA dsname structure are excluded from both archive and
backup.

■ Data sets with invalid LRECL, BLKSIZE, or RECFM combinations are normally
bypassed, as are unmovable data sets. Optionally, you may migrate these if you
invoke a track copying utility (see $UTILITY on page 4-113 and the $ARCHTKC
field in $OPTIONS). Archiving such data sets may be inadvisable, since they
generally need to be reloaded to the same tracks on the same volume. It is
generally not practical to guarantee this for long-term retentions.

■ Model data sets are bypassed in all archive runs, system-initiated or explicit.

■ Generation data sets are processed only if you entered the $GDSOKAY SYSIN
parameter.

■ Password-protected data sets are bypassed except for write-protected only data sets
in Backup Mode. If you entered the $PWOKAY SYSIN parameter, CA-ASM2
also processes password-protected data sets. Such data sets are stored on the
archive medium and are subsequently retrieved to a target media without change
in password attributes. The most convenient use of $PWOKAY assumes the
$DASDMNT (with $MIGRATE and $MCLMVR) program name has been entered
in the Program Properties Table with its attributes set to X'02', program exempt
from password prompting.

■ VSAM support has a few restrictions. CA-ASM2 does not support archiving the
following VSAM objects: page spaces, data or index components of a base cluster
(although the cluster as a whole is supported), and data spaces. Other restrictions
are those of the IDCAMS IMPORT and EXPORT functions.
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 4.9 Backup Restrictions

CA-ASM2 does not back up certain data sets:

■ Data set names with a DSA dsname structure are excluded from both archive and
backup.

■ Data sets with invalid LRECL, BLKSIZE, or RECFM combinations are normally
bypassed, as are unmovable data sets. Optionally, you may migrate these if you
invoke a track copying utility (see $UTILITY on page 4-113 and the $ARCHTKC
field in $OPTIONS). Backing up such data sets may be inadvisable, since they
generally need to be reloaded to the same tracks on the same volume. It is
generally not practical to guarantee this for long-term retentions.

■ Model data sets are bypassed in all backup runs, system-initiated or explicit.

■ Generation data sets are processed only if you entered the $GDSOKAY SYSIN
parameter.

■ Password-protected data sets are bypassed except for write-protected only data sets
in Backup Mode. If you entered the $PWOKAY SYSIN parameter, CA-ASM2
also processes password-protected data sets. Such data sets are stored on the
backup medium and are subsequently retrieved to a target media without change
in password attributes. The most convenient use of $PWOKAY assumes the
$DASDMNT (along with $MIGRATE and $MCLMVR) program name has been
entered in the Program Properties Table with its attributes set to X'02', program
exempt from password prompting.
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 4.10 Incremental Backup

Incremental backup, a system-initiated backup, automatically backs up data that has
changed since the prior backup of a volume or data set. This dramatically reduces the
amount of data to be backed up thus saving considerably on the computing resources
dedicated to the backup process.

Since incremental backup keeps track of backed up data sets in the IPC, individual
data set recovery is more convenient and more efficient. Incremental recovery
(discussed in Chapter 6) re-creates a volume using a full-volume backup and the latest
backup copies made by incremental backup or explicit backup.

 4.10.1 Description

Incremental backup assumes your information center performs independent, periodic,
full-volume backups with a volume dump utility such as $DEFRAG, or another,
equivalent full-volume dump/restore facility. It is possible your information center can
replace daily full-volume backups with weekly full-volume backups and daily
incremental backups. You only need to retain daily incremental backup tape data sets
until the next full-volume backup. The concept of backing up data in this manner
reduces the frequency of the full-volume backups. If only a relatively small proportion
of the data on a volume is changed, this approach has obvious advantages. As the
amount of data changed daily increases, a point is reached when full-volume backups
for some volumes are faster than incremental backups. Consider these factors in the
context of your information center's processing requirements.

Incremental backup supports all standard IBM data set organizations.

During an incremental backup, the CA-ASM2 decision whether to backup a data set is
based on either its SU60 change bit, or the date and time when the data set was last
changed. Computer Associates recommends using the change bit because that choice
does not require modifying the operating system. The SU60 change bit, located in the
DSCB of the data set's VTOC, can be set whenever the data set is opened for anything
except input. After a successful backup, CA-ASM2 resets the bit, preventing further
incremental backup of that data set until it is changed again.

Optionally, the SU60 bit could be reset only after full-volume backups and not after
an incremental backup. Each incremental backup would in this case back up all data
sets changed since the last full-volume backup. This technique (known as a differential
backup) could reduce the time needed for the incremental recovery of a volume by
reducing the number of tapes involved. For more information on differential backup,
see the CA-ASM2 Planning Guide.

The SU60 change bit can be set by IBM software (MVS Selectable Unit 60) or by the
CA-ASM2 optional modifications to OPEN and CLOSE. By default, CA-ASM2 bases
each incremental backup on the SU60 bit. (Another option is to designate a specific
date and time as the base for incremental backups. See Sample JCL, example 1 on
4-73.)
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Note:  To support the change bit for VSAM clusters that are cataloged in the older
type of VSAM catalog, you must install the CA-ASM2 modification to VSAM
CLOSE module IDA0192C. *CVOL is no longer supported.

If you decide to base incremental backup on the date and time a data set last changed,
you must install the CA-ASM2 modification to non-VSAM OPEN module IFG0196W.
During non-input OPEN processing, this modification records the date and time in the
data set's DSCB. In the SYSIN control statements for the incremental backup (or the
$SYSBKUP PARMLIB member) there must be a $INCBKUP parameter without an
SU60 or ALL operand. Incremental backup backs up the data set if it changed more
recently than the last incremental backup run (or more recently than a specified date
and time).

CA-ASM2 saves a current copy of each volume's VTOC for use if volume recovery is
necessary. CA-ASM2 does not restore data sets that were backed up but later deleted
from the volume.

As many volumes as you wish may be incrementally backed up in the same job. For
disk-to-tape backup, CA-ASM2 generates a new tape mount only as needed, not for
each new DASD volume processed.

If desired, you may associate a specific date and time of day with a given volume.
This informs CA-ASM2 that it is to dump data sets created or modified on a volume
since the specified date and time of day.

The IPC contains a unique entry for every incrementally backed up data set.

Multiple concurrent disk-to-tape incremental backup runs are possible by defining
multiple LOxxx data sets with unique RUNIDs to use with the ASM2SYSB procedure.
If your information center is large and has adequate hardware resources, you may find
the elapsed time to incrementally back up many volumes is substantially reduced. The
ideal situation is to have each incremental backup job process a subset of disk volumes
that have separate channel/controller paths to disk and tape devices.

To differentiate the tape retention period for incremental backup runs from explicitly
requested backup runs or to change the retention period for a specific run, use the
$SYSTIME SYSIN parameter (see 4-111).

An incremental backup run produces three logs. A Summary Log is output to an
online disk data set, ARCH.ARCLOG. A Main Log (SYSPRINT in UNLOAD30)
contains detailed information on backup activity. An Exception Log (XCPTNLOG in
UNLOAD30) documents unusual conditions and comments from the user exit.
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4.10.2 Job Control Statements

 Sample JCL: 

The following example illustrates the JCL needed to execute the incremental backup
process for all data sets modified since a specific date and time without resetting the
SU60 change bit. If the DASD01 and DASD02 volumes are not SMS volumes it is
assumed that $ARCHPAK parameters for them are in ARCPARMS. The
BKUP.LOSYS02 data set must be created by your information center for this run.

//INCBKUP2 JOB

// EXEC ASM2SYSB,RUNID=�2

//UNLOAD3�.SYSIN DD �

$DISKPAK,DASD�1,,339�

$DISKPAK,DASD�2,,339�

$INCBKUP,NORESET,951��,14:3�

�BACKS UP ALL DATA SETS ON DASD�1 AND DASD�2 MODIFIED SINCE

� 951�� AT 14:3� I.E., 2:3� P.M. ON SEPTEMBER 9, 1998

/�

Backup SYSIN Parameters:  

See Archive/Backup SYSIN Parameters on page 4-90 for a list and description of the
SYSIN parameters for an incremental backup run.

4.10.3 Examples - Incremental Backup

The following example illustrates the JCL needed to execute the incremental backup
disk-to-disk process on an SMS storage group in the default mode (SU60 change bit
on selects for backup and SU60 bit reset after successful backup).

//INCBKUP1 JOB

// EXEC ASM2DSYB disk-to-disk backup

//UNLOAD3�.SYSIN DD �

$STGROUP PROD�1

/�

The following example backs up all data sets on PROD01, PROD02, PROD03 and
PROD04 modified since the last incremental backup of these volumes.

//INCBKUP JOB

// EXEC ASM2DSYB disk-to-disk backup

//UNLOAD3�.SYSIN DD �

$DISKPAK,PROD�1,,339�

$DISKPAK,PROD�2,,339�

$DISKPAK,PROD�3,,339�

$DISKPAK,PROD�4,,339�

/�
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The next example backs up all data sets on volumes within the MVS esoteric
CHAN2X which are volumes CHAN20, CHAN21 and CHAN22. Data sets are
selected which have the SU60 change bit set to indicate the data set has been
modified.

//INCBKUP JOB

// EXEC ASM2SYSB disk-to-tape backup

//UNLOAD3�.SYSIN DD �

$UGROUP CHAN2X

$INCBKUP SU6�,NORESET

/�

The final example shown next backs up all data sets on CHAN30, CHAN31 and
CHAN32. It can run concurrently with an incremental backup job or with a different
or no RUNID.

//INCBKUP JOB

//EXEC ASM2SYSB,RUNID=�2

//UNLOAD3�.SYSIN DD �

$DISKPAK,CHAN3�,,339�

$DISKPAK,CHAN31,,339�

$DISKPAK,CHAN32,,339�

$INCBKUP ALL

/�

4.10.4 Sample Output - Incremental Backup

A disk-to-tape incremental backup run produces the following listings and reports:

1. List of System Default Parameters
2. List of Input Stream Parameters

 3. Exception Log
 4. Main Log
5. IPC Update Summary Control Log

Examples of these reports are shown beginning on 4-55.

A disk-to-disk incremental backup run produces the reports listed above and, in
addition, the following two reports:

1. Disk Staging Area Summary Statistics
2. Volumes Selected for $UGROUP or $STGROUP Requests
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4.11 Explicit Backup - $BK

The $BK command lets a user (by way of TSO or a batch job) explicitly back up
specified data sets to the backup media. Backup implies that the disk copy of the data
set is left intact and that no attempt is made to alter the data set's system catalog
status. An alternative to submitting a backup command is to use the ISPF Backup
Utility panel (see the CA-ASM2 ISPF User Interface Guide for details).

By using CA-ASM2 to back up data sets, an end user does not have to create and
maintain backup and recovery JCL, worry about retention of backup tapes, or
remember the location or attributes of backed up data sets when it is time to recover
them. For disk-to-tape backups, CA-ASM2 batches many explicit-requests to a single
tape, thus conserving backup computing time, tape mounts, and tape reels.

4.11.1 Initiating an Explicit Backup Request

A user issues a $BK command designating the names of specific data sets for
CA-ASM2 to back up; for example, $BK dsname(filea.text). The $BK command
places the backup requests into a command queue that is later processed when a batch
backup job specifying that queue name is submitted. Batch jobs are run on a periodic
(usually daily) basis to minimize the number of tape mounts.

CA-ASM2 supports $BK requests for all VSAM clusters: KSDS, ESDS, and RRDS. It
rejects requests for backup of page spaces, data components, index components,
VSAM catalogs, or alternate indexes. CA-ASM2 can backup clusters in a manner
compatible with IDCAMS EXPORT TEMPORARY processing.

 Syntax

Explicit Backup - $BK 

 ┌ ┐─,──────
��──$BK─ ──DSNAME( ───

�
┴─dsname─ ) ──┬ ┬────────────────── ─────────────�

 └ ┘──COMMENT(comment)

�─ ──┬ ┬──────────── ──┬ ┬────────────── ──┬ ┬────────────────── ───────�
  └ ┘ ─NOVALIDATE─ └ ┘──QNAME(qname) └ ┘──QUALIFY(dsnindx)

  ┌ ┐──RETPD ──┬ ┬──────────────
│ │├ ┤ ─ ─(nnnn) ──────

  │ ││ │┌ ┐─9999─
  │ │└ ┘──( ──┴ ┴────── )

�─ ──┴ ┴───────────────────────── ──┬ ┬──────────────── ─────────────�

 └ ┘──VOLUME(volume)

Required - DSNAME(dsname)
Defaults - RETPD is set to a value defined by your information center.
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 Operands

COMMENT(comment) Associates a comment up to 30 characters with the data set.
Comments are preserved in the IPC and retrieved by the
$BI or $CI command.

DSNAME Lists the names of data sets to be backed up. The dsname
can be either a fully qualified data set name in single quotes
or an unqualified data set name to which the user ID is
prefixed. In the case of batch jobs, the JOBNAME minus 1
character is prefixed. You cannot use partial data set
names.

NOVALIDATE Bypasses the procedure of validating a data set's existence
before allowing its entry into the user-initiated backup
request queue. NOVALIDATE (1) prevents mass storage
systems from staging the VTOC, (2) allows backup of a
data set not currently on line, and (3) allows backup of a
data set that is created sometime before the next system
backup run if the volume is known.

QNAME(qname) Specifies that this backup request be added to the logical
queue specified (queue) for later processing. All backup
requests containing the same queue name are processed
when a batch backup job specifying that queue name is
submitted. The qname is a 9-character string.

QUALIFY(dsnindx) Renames the specified data set by adding the dsnindx to the
existing name as a second-level index when backed up.
Restoration must be under the new name. The dsnindx is a
one- to eight-character string. For example,
DSNAME(my.data) QUALIFY(new) results in the data set
being renamed as my.new.data.

This operand is not applicable with VSAM files.

RETPD(nnnn) Specifies the number of days (up to your information
center-set value) that the data set is to be retained. A value
of 9999 sets the retention to the maximum value defined by
your information center.

VOLUME(volume) Specifies the volume serial number of the DASD volume
where the data sets being backed up reside.
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4.11.2 Servicing the Explicit Backup Request

The purpose of an explicit backup run is to service all outstanding user requests for
backup. Explicit backup jobs execute the $DASDMNT program with the ASM2EXPB
and ASM2DEXB procedures followed by the SYSIN control statement. Use the
ASM2EXPB procedure to back up data sets to tape or the ASM2DEXB procedure to
back up data sets to disk (DSA). Explicit backup processes backup requests that have
been entered into a queue data set by an online $BK command.

The longer the wait between runs, the greater the operational efficiency, since more
data sets are processed in a single run. One explicit backup run per day is typical. If
there are multiple backup requests for identically named data sets, only the last request
is acted on.

4.11.3 Job Control Statements

Sample Input Stream

// EXEC ASM2EXPB

 -or-

// EXEC ASM2DEXB

//� UNLOAD3�.RUNPARMS ALREADY POINTS TO APPROPRIATE INPUT STREAM,

//� CONTAINED IN CAI.PARMLIB($BACKUP)

4.11.3.1 Backup SYSIN Parameters

See Archive/Backup SYSIN Parameters on page 4-90 for a list and description of the
SYSIN parameters for an explicit backup run.
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4.11.4 Examples - $BK

Example 1

This simple request names one data set to be backed up and accepts the information
center's default retention period.

$bk dsname(filea.text)

��� DATASET NAME: USER1.FILEA.TEXT

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

�9� DAYS RETENTION PERIOD IN EFFECT:

INSTALLATION DEFAULT FOR BACKUP TAPES

Example 2

This example submits a backup request for two data sets and specifies a retention
period.

$bk dsname(fileb.text filec.text) retpd(��7)

��� DATASET NAME: USER1.FILEB.TEXT

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

��� DATASET NAME: USER1.FILEC.TEXT

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

��7 DAYS RETENTION PERIOD IN EFFECT:

PER USER REQUEST

Example 3

This example renames the data set by adding the qualifier to the existing name. The
default retention period is accepted.

$bk dsname('tso.source') qualify(mvt217)

��� DATASET: TSO.SOURCE

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

AND RENAMED ON ASM2 TAPE TO: TSO.MVT217.SOURCE

�9� DAYS RETENTION PERIOD IN EFFECT:

DEFAULT FOR BACKUP TAPES

Example 4

This example attempts to set an retpd value that exceeds the maximum value defined
by the information center. Therefore, the user's requested retention period is ignored.

$bk dsname('sys1.dmaclib') retpd(365)

��� DATASET NAME: SYS1.DMACLIB

$AR��71I ACTION TAKEN: FLAGGED FOR UNLOAD

�9� DAYS RETENTION PERIOD IN EFFECT:

INSTALLATION MAXIMUM
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4.11.5 Sample Output - Explicit Backup

The following sample reports are for a disk-to-tape explicit backup run.

4.11.5.1 Explicit Backup Run - List of Parameters

 LIST OF ARCHIVE SYSTEM DEFAULT PARAMETERS

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 $ARCHPAK SJ���1

 $ARCHPAK SJ���2

 $ARCHPAK SJ���3

 $ARCHPAK SJ���4

 $ARCHPAK SJ���5

 $MAXPASS 9999

 $MAXTAPE 9999

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 LIST OF INPUT STREAM PARAMETERS

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 $ARCHEXT

 $CATMRG SYSIN=N

 $USRPASS

 $ANYPAKS

 $GDSOKAY

 $EMPTYOK

 $DISKPAK SJ���2,,339�,�

 $DISKPAK SJ���3,,339�,�

 $NOTCTLD 1

 $EMPTYOK

 $GDSOKAY
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4.11.5.2 Explicit Backup Run - Exception Log

 MM/DD/YY 18:45

 ------------------------------------------------------------------------------------------------------------------------------

 ------------------------------------------------------------------------------------------------------------------------------

 ------------------------------------------------------------------------------------------------------------------------------

 RESULTS OF BACKUP RUN---EXCEPTION LOG 4.2

 ------------------------------------------------------------------------------------------------------------------------------

 ------------------------------------------------------------------------------------------------------------------------------

 ------------------------------------------------------------------------------------------------------------------------------

 DAS��8I USING OPTIONS LOAD MODULE: $OPTIONQ

 DAS���9I USING PREFIX: CN9���.QC

 DAS��1�I USING TAPE AS UNLOAD UNIT FOR THIS RUN

 DATASET NAME ACTION CODE- (�=NO ACTION, 1=LIST, 2=BACKUP , 3=SCRTCH, 4=PURGE, 5=RLSE SPACE,7=REQ DEQ, 8=ERROR)

RETURN CODES FROM SCR UNC REL VOLUME COMMENT

 �- CN9���.QC.TST1DA SJ���5 DA DATASET W/O LSTAR REQUIRES PHYSICAL DATA MOVE

 �- CN9���.QC.TST1DA SJ���5 DATASET PURGED FROM LOG OF OUTSTANDING REQUESTS

 �- CN9���.QC.TST1IS SJ���5 DATASET BYPASSED: IS EMPTY

 �- CN9���.QC.TST1IS SJ���5 DATASET PURGED FROM LOG OF OUTSTANDING REQUESTS

 �- CN9���.QC.TST1IS SJ���5 DATAMOVER ERROR: DATASET NOT UNLOADED TO TAP E

 �- CN9���.QC.TST2DA SJ���5 DA DATASET W/O LSTAR REQUIRES PHYSICAL DATA MOVE

 �- CN9���.QC.TST2DA SJ���5 DATASET PURGED FROM LOG OF OUTSTANDING REQUESTS

 Field Descriptions

DATASET NAME Name of the data set.

ACTION CODE Action code associated with the data set. Possible
action codes are:

*= No action. The data set is bypassed.
1= List the data set on the Exception Log.
2= Backup the data set.
3= Scratch the data set. (Does not apply for backup

runs.)
4= Purge the data set. (Does not apply for backup

runs.)
5= Release unused space.
7= Request deleted from the backup queue.
8= Error

RETURN CODES FROM Return code associated with the data set. Possible
return codes are:

SCR A scratch action.
UNC An uncatalog action.
REL A release space action.

VOLUME Volume serial number of the DASD volume where the
data set resides.

COMMENT Comments associated with the data set.
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4.11.5.3 Explicit Backup Run - Main Log

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 MM/DD/YY 18:45 BACKUP RUN----MAIN LOG (RUN TYPE: USER-INITIATED � � � LIVE � � � USING BACKUP TAPES ) 4.2

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 -----------------------------------------------------------------------------------------------------------------------------

 DATASETS SELECTED FOR BACKUP FROM SJ���5: RENAME UNLD RC UNCAT RC SCR RC RECFM TO VOL SEQ BACKED UP? DAYS OF TRACKS

DISUSE BACKUP ORG

CN9���.QC.TST1IS C ��8 XXX XXX-X FB ASH�27 ERR N-UNLOAD RC �41 �����������IS

CN9���.QC.TST1PS ��� XXX XXX-X F ASH�27 ��3 Y-USER REQ �37 ����1 PS

CN9���.QC.TST1PSFB ��� XXX XXX-X FB ASH�27 ��4 Y-USER REQ �37 ����1 PS

CN9���.QC.TST1PSV ��� XXX XXX-X V ASH�27 ��5 Y-USER REQ �35 ����1 PS

CN9���.QC.TST2PO ��� XXX XXX-X F ASH�27 ��6 Y-USER REQ �37 ����1 PO

CN9���.QC.TST2PS ��� XXX XXX-X F ASH�27 ��7 Y-USER REQ �41 ����1 PS

CN9���.QC.TST2PSFB ��� XXX XXX-X FB ASH�27 ��8 Y-USER REQ �37 ����1 PS

CN9���.QC.TST2PSV ��� XXX XXX-X V ASH�27 ��9 Y-USER REQ �37 ����1 PS

CN9���.QC.TST3PO ��� XXX XXX-X F ASH�27 �1� URQ-QTEST �37 ����1 PO

CN9���.QC.TST3PSV E ��� XXX XXX-X V ASH�27 �11 Y-USER REQ �35 ����1 PS

CN9���.QC.TST4PO QCTEST ��� XXX XXX-X F ASH�27 �12 Y-USER REQ �41 ����1 PO

CN9���.QC.TST4PS ��� XXX XXX-X F ASH�27 �13 Y-USER REQ �41 ����1 PS

CN9���.QC.TST4PSFB ��� XXX XXX-X FB ASH�27 �14 URQ-QTEST �35 ����1 PS

CN9���.QC.TST4PSV E ��� XXX XXX-X V ASH�27 �14 Y-USER REQ �37 ����1 PS

 BACKUP STATISTICS FOR PACK SJ���5

 FUNC DATE TIME DISK TAPE LOSEQ HISEQ DSCB# BKUP# TRACKS-BACKED UP PRE POST TRACKS-PURGED LAST DATASET BACKED UP TO TAPE

 UB YYDDD 17.11 SJ���5 ASH�27 ��3 �15 ���16 �13 ���13 ��532 ��532 ����� CN9���.QC.TST4PSV

 DATA SET CONTROL BLOCKS READ 16

 DATA SET UNLOAD ATTEMPTS 14

 DATA SETS UNLOADED 13

 DATA SET UNCATALOG ATTEMPTS �

 DATA SETS UNCATALOGUED �

 DATA SET SCRATCH ATTEMPTS �

 DATA SETS SCRATCHED �

 # DATASET ENQUEUE INTERLOCKS �

 DDNAME = SYS����5

 VOLUME SERIAL NUMBER = SJ���5

 Field Descriptions

DATASETS SELECTED Data sets selected for backup.

RENAME Contains any of the following qualifiers:

* = Data set unloaded by a physical data mover.
+ = Data set unloaded by SAS utility.
C = Data set had no last-use date (unaged) and

the create date was used as the last-use date.
E = Empty data set.
I = Data set had no last-use date (unaged) and

the CA-ASM2 install date was used as the
last-use date.

M = Data set unloaded as multivolume data set.
R = Data set is renamed at unload with this

character string at next-to-last node
(QUALIFY operand of the unload command).
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UNLD RC Unload return code from the data mover.

Note:  An S in the column between UNLD RC and
UNCAT RC indicates the SU60 bit was
reset.

UNCAT RC Uncatalog return code from the scratch SVC. See IBM's
manual, Systems Programmer's Library Data Management
for the meaning of the return code (XXX-X means the
action was not attempted), and for MVS/OS390 systems, see
System - Data Administration.

SCR RC Scratch return code from the scratch SVC. See IBM's
manual, Systems Programmer's Library Data Management
for the meaning of the return code (XXX-X means the
action was not attempted), and for MVS/OS390 systems, see
System - Data Administration.

RECFM Record format of the data set.

TO VOL Tape volume on which the data set was unloaded.

SEQ File sequence number of the data set on the tape volume.

BACKED UP? Contains the qualifier Y or N, where:

Y - INACTIVITY $CYCLETM criterion met.

Y - USER REQ Result of $AR or $BK command.

Y - SYSIN PARM Selected using $QUALIFY criteria.

Y - URQ-nnnnnn Selected for explicit unload to logical
request queue nnnnnn, where nnnnnn
is the queue name.

Y - INSTALL Selected for unload for backup of
critical CA-ASM2 data sets.

Y - AIX Selected a component of a VSAM
sphere.

N - UNLOAD RC Unloaded due to a return code other
than 0.

N - UNCAT RC Attempt to uncatalog data set failed.

N - SCRATCH RC Attempt to scratch data set failed.

N - RECAT RC Attempt to recatalog data set failed.

DAYS OF DISUSE Number of days the data set was not used.

TRACKS BACKUP Number of tracks backed up by the unload of the data set.

ORG Type of data set organization.

BACKUP STATISTICS Provides unload statistics for the indicated volume.

FUNC Indicates the run type, where the first character can be:
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T Threshold archival run
I Incremental backup run
S System-initiated run
U User-initiated run

The second character can be:

T Temporary (nonpermanent archive)
P Permanent archive
B Backup

DATE Date the disk volume was unloaded.

TIME Time the disk volume was unloaded.

DISK Volume serial number of the disk volume.

LOSEQ Low file sequence number of the volume on tape.

HISEQ High file sequence number of the volume on tape.

DSCB# Number of Data Set Control Blocks read.

BKUP# Number of data sets backed up.

TRACKS-BACKEDUP Number of tracks backed up.

PRE Number of tracks per volume before the unload.

POST Number of tracks per volume after the unload.

TRACKS-PURGED Number of tracks purged by the unload.

LAST DATASET Name of the last data set backed up to tape.
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4.11.5.4 Explicit Backup Run - IPC Update Summary Control Log

------------------------------------------------------------------------------------------------------------------------------

------------------------------------------------------------------------------------------------------------------------------

------------------------------------------------------------------------------------------------------------------------------

IPC UPDATE SUMMARY CONTROL LOG - FOR BACKUP UNLOADS VER 4.2

------------------------------------------------------------------------------------------------------------------------------

------------------------------------------------------------------------------------------------------------------------------

------------------------------------------------------------------------------------------------------------------------------

14- UNLOAD RECORDS READ

�- UNLOAD EXTENSION RECORDS READ

O- FORMAT-3 DSCB RECORDS READ

�- FORMAT-2 DSCB RECORDS READ

14- FORMAT-1 DSCB RECORDS READ

14- IPC RECORDS ADDED

3 IPC PATH RECORDS ADDED
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4.12 Archive and Backup Modes

Archive and backup SYSIN parameters define the mode of operation of the current
$DASDMNT run. $DASDMNT has six basic mode options:

1. Live or simulated
2. System-initiated or explicit request
3. Exit or non-exit
4. Controlled or free
5. Archival, backup, or cleanup

 6. Threshold archival

4.12.1 Live or Simulated Mode

Live mode is the normal mode of operation and is assumed unless the $SIMUL
SYSIN parameter is present. In simulated mode, the $DASDMNT program reports
recommended actions for data sets (action codes 2 and above for archive, scratch, and
purge), but it does not execute the operation. Simulated mode is especially useful
when tuning CA-ASM2 system parameters or testing your information center exits.

4.12.2 System-Initiated or Explicit Request Mode

The type of JCL procedure invoked determines the default mode of operation. The
ASM2SYSA, ASM2SYSB, ASM2DSYA, and ASM2DSYB procedures default to
system-initiated mode. The ASM2EXPA procedure assumes an explicit archive request
to nonpermanent tape (a $USRPASS), and the ASM2EXPP procedure assumes an
explicit archive request to permanent tape (a $PRMPASS). It is best not to specify the
run in SYSIN parameters, but rather to let the procedure type determine the mode.

In system-initiated mode, CA-ASM2 scans VTOCs of volumes specified by
$DISKPAK parameters for data sets eligible for archival or backup. In explicit-request
mode, CA-ASM2 totally ignores $DISKPAK parameters because it is inconvenient to
predict which volumes are needed in an explicit request run. $DASDMNT locates and
accesses whichever volumes are required to process outstanding explicit requests for
archival or backup.
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4.12.3 Exit or Non-Exit Mode

 Exit Mode: 

$ARCHEXT xxxxxxxx is a mandatory SYSIN parameter in a $DASDMNT run. The
operand xxxxxxxx specifies the name of a module developed by your information
center that is to be used as the exit in the current $DASDMNT run. If the operand is
blank or specified as $NOEXIT, $DASDMNT assumes no user exit is to be taken.

In exit mode, the return code from the exit dictates the action taken by $DASDMNT
on all data sets it processes. Once $DASDMNT assesses archive eligibility for a data
set, it passes its recommendation regarding archival with pertinent data set
characteristics to the user exit named in the $ARCHEXT SYSIN parameter.

The exit acts as the ultimate decision-maker in the archive process. It alone determines
the actual disposition for each data set. Because your information center has control
over the exit program logic, it absolutely dictates the actual basis on which CA-ASM2
archives data sets. Your information center is protected against gross errors of
judgement in program logic because the exit does not receive control when
$DASDMNT is processing clearly unarchivable data sets such as SYSCTLG, SYS1.,
ARCH.data sets, and so on. By running $DASDMNT in simulated mode, you can
safely test your information center exits against production volumes.

Depending on the architecture of the exit, it passes back to $DASDMNT one of six
possible return codes. It may also return a comment explaining its return code. These
return codes correspond in meaning to the action codes described as operands of
special SYSIN parameters in non-exit mode (see Non-Exit Mode following).
$DASDMNT attempts to execute the operation specified in the return code (contents
of register 15) from the user exit. It reports the results from action code 2 (archive)
operations in the CA-ASM2 Main Log, and all other actions and any comments in the
Exception Log.

To facilitate coding user exits, the member $ARCHEXT of ASM2.PARMLIB contains
the source for a working model.

 Non-Exit Mode: 

In non-exit mode, $DASDMNT unloads the following data sets:

1. Data sets that meet the run-specified inactivity or activity criterion
(system-initiated mode only).

2. Data sets that have an unload request by $AR/$BK commands (explicit-request
mode only).

3. Data sets that have an unload request by the information center for designated
userid/high-level index or pattern mask using $QUALIFY parameter
(system-initiated mode only).
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In non-exit mode, you can substantially extend system-initiated runs by using special
SYSIN parameters. Each special SYSIN parameter defines a particular circumstance
and its operand informs $DASDMNT what action to take when encountering the
circumstance. These special parameters and their associated conditions follow:

■ $MISCTLD - Data set is cataloged to a volume other than the volume on which
$DASDMNT finds it.

■ $NOTCTLD - Data set is not cataloged.

■ $INACTIV - Data set has met user-specified inactivity criterion.

■ $QUALIFY - Data set name begins with the specified character string.

The operand of these parameters is a single digit from 0 to 5 (except for $QUALIFY
which contains an additional parameter describing the data set name prefix). The
actions that correspond to these six digits are:

0 - No action. Bypass the data set.
1 - List the data set name and comment on the Exception Log.
2 - Archive (move to tape, scratch and uncatalog) -or- Backup (unload to a
 backup tape).
3 - Scratch the data set only.
4 - Purge (scratch and uncatalog the data set only).
5 - Release unused space.

These special SYSIN parameters allow tailoring without coding a sophisticated exit.
This simplifies the storage management effort. Some data sets may match more than
one criterion. In these cases, CA-ASM2 handles conflicts by performing tests in a
specific sequence. The first test that satisfies one of the specified criteria determines
the action performed. The order of tests follows:

 1. $QUALIFY
 2. $MISCTLD
 3. $NOTCTLD
 4. $INACTIV

Non-Exit Mode Example

In this example, CA-ASM2 would skip (not archive) any uncataloged data sets or
backup data sets beginning with the letters ACCT. Assume the SYSIN stream of a
system-initiated $DASDMNT run in non-exit mode contains the parameters listed here.
Also assume $DASDMNT is processing development volumes that are prone to
accumulate abandoned data in an uncontrolled manner.

 $ARCHEXT $NOEXIT
 $MISCTLD 3
 $NOTCTLD 3
 $INACTIV 4
 $QUALIFY 0,ACCT
 $QUALIFY 1,CONTROL
 $QUALIFY 1,TSO
 $QUALIFY 2,USER001

Chapter 4. Archival and Backup 4-87



4.12 Archive and Backup Modes

 $QUALIFY 0,TS1.BROADCST
 $QUALIFY 0,TS2.UADSBKUP
 $QUALIFY 0,TS1.LOGON2

In this example, $MISCTLD and $NOTCTLD provide an automatic means of purging
duplicate or inaccessible data sets from the system. If it is sometimes valid to access
data sets on these volumes without referencing the catalog, the more conservative
action code of 1 (the default) is a wiser choice.

$INACTIV 4 provides an effortless means of purging abandoned data sets from these
volumes.

The $QUALIFY parameters further refine the decisions made by ASM2SYSA.
CA-ASM2 bypasses ACCT. data sets, and list CONTROL. and TSO. data sets to the
Exception Log. It categorically archives USER001. data sets, perhaps in response to a
billed user's request to release the user's disk storage space. It bypasses the referenced
TS1 and TS2 data sets.

Enter the default values for $NOTCTLD and $MISCTLD into the ARCPARMS data
set if the default action code 1 is not generally acceptable. The action codes for
$NOTCTLD and $MISCTLD are operative regardless of inactivity criteria specified in
$CYCLETM.

$INACTIV 0 disables the unload function. The effect is that CA-ASM2 uses the
$CYCLETM criterion exclusively to determine whether data sets are eligible to be
operated on by $MISCTLD, $NOTCTLD, and so on.

Note:  Avoid using indiscriminate space release (action code = 5) for conditions such
as $INACTIV or $QUALIFY because this could easily cause problems in data
access. For example, certain IMS files can be accessed by direct-access
methods and may have a critical dependence on the existing size of the data
set.

4.12.4 Controlled or Free Mode

Controlled mode is the normal mode of operation and is assumed unless the
$ANYPAKS SYSIN parameter is present. In controlled mode before processing a
volume, CA-ASM2 validates the presence of the volume in a table of legitimately
archivable volumes. The table consists of all volumes designated as operands of the
$ARCHPAK parameter in the ARCPARMS data set. This mode ensures that your
information center does not inadvertently archive from the wrong volumes.

In free mode, CA-ASM2 does not perform the volume validation function. It is never
really necessary to use free mode because if a special volume must be processed, it
can be easily legitimatized simply by editing ARCPARMS. However, free mode does
permit customization on a run basis without disturbing the ARCPARMS data set. Free
mode is affected by the $ANYPAKS SYSIN parameter.
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4.12.5 Archival, Backup, or Cleanup Mode

 Archival Mode: 

Archival mode is assumed if Backup is not specified. In archival mode, when a data
set's action code equals 2 or its name is in the queue of outstanding explicit requests
for archival, $DASDMNT performs these functions:

■ Archive the data set
■ Unload it to an archive tape

 ■ Uncatalog it
■ Scratch it from disk

 Backup Mode: 

You can specify backup mode in any of the following ways:

■ Include PARM=BKUP in the execute statement
■ Specify a control statement of $BACKUP
■ Specify a control statement of $SYSBKUP
■ Specify a control statement of $INCBKUP
■ Specify $INACTIV with a value greater than 1

In backup mode, $DASDMNT unloads the data set to a backup tape when a data set's
action code equals 2 or its name is in the queue of outstanding explicit requests for
backup.

 Cleanup Mode: 

Cleanup mode disables the archive/backup facility. Only action codes other than 2 are
honored during a cleanup run. It is essentially a storage maintenance run, restricted to
space releasing, super-scratching, catalog cleanup, and so on. The presence of
$INACTIV 0 affects cleanup mode.

4.12.6 Threshold Archival Mode

$DASDMNT runs in threshold archival mode when PARM=THRA is specified on the
execute statement invoking $DASDMNT and when called by the Realtime Space
Monitor for threshold archiving.
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4.13 Archive and Backup SYSIN Parameters

The following matrix summarizes all the archive and backup SYSIN parameters and
the modes in which you can use them.

Parameter Exit
Mode

Non-
Exit
Mode

Explicit
Runs

System-
Initiated

Runs

Threshold
Archival

Runs

Notes

$ACTIVE2 O O N O N 1

$ANYPAKS O O O O O

$ARCASM2 O O N O N

$ARCHEXT R R R R R

$ARCHPAK O O O O O 4

$BACKUP O O R N N 3

$BKUPCHK O O O O O

$CATMRG O O O O O

$CNVRTOK O O N O O

$COMPRES O O O O O

$COMPRES O O O O O

$CYCLETM O O N O Y 2

$DEFRSCR O O O O N

$DIFBKUP O O N O N 2

$DISKPAK O O N R N 5

$DSACLAS O O O O O

$DSADAYS O O O O O 7

$DSAMGR O O O O O 4

$DSAUNIT O O O O O

$DSEMPTY N O N O O

$EMPTCOD O N N O O

$EMPTYOK O O O O O

$ENQTEST O O O O O

$EXPRCHK O O O O O

$GDSOKAY O O O O O

$INACTIV N O N O N 2

$INCBKUP O O N O N

$MAXPASS O O O O N

$MAXTAPE O O O O O
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Parameter Exit
Mode

Non-
Exit
Mode

Explicit
Runs

System-
Initiated

Runs

Threshold
Archival

Runs

Notes

$MDISKOK O O O O N

$MISCTLD N O N O N

$MODIFY2 O O N O N 2

$NEWTAPE O O O O O

$NOASSOC O O O O O

$NOSAS O O O O O

$NOTCTLD N O N O N

$NOTPOOL O O O O O

$ONLYUSE O O N O N 2

$OPTLVL O O O O O

$PAQUIRE O O O N O

$PRMPASS O O O N N 3

$PWOKAY O O O O O

$QUALIFY N O N O O 6

$RECATLG O O O O O 7

$SIMULAT O O O O O

$SMSRTPD O O N O O

$SMSVOL2 O O N O O

$STGROUP O O N O N

$SU60 O O O O O

$SYSBKUP O O N O N

$SYSTIME O O N O O

$TSTDATA O O N O N

$UGROUP O O N O N

$UNMVCOD O N N O O

$USRPASS O O O N N 3

$UTILITY O O O O O
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Legend and Notes

O - Parameter is optional in this mode.
N - Parameter may not be specified in this mode.
R - Parameter is required in this mode.

1. $ACTIVE2 is valid in a backup run, but generally is used only in archive runs.

2. This parameter cannot be specified in incremental backup runs that have the
$INCBKUP parameter specified.

3. For explicit runs, either $PRMPASS or $USRPASS (but not both) must be
present.

4. $ARCHPAK is valid only in the ARCPARMS data set.

5. At least one $DISKPAK, $UGROUP, or $STGROUP parameter is required in
system-initated runs.

6. The threshold archiver program (M2THRARC) reads and applies $QUALIFY
archival criteria (data set exclusion) when selecting data sets for archival.

7. For disk-to-disk runs, $RECATLG is ignored if the operand is blank or specified
as REAL.

System-initiated backup runs and explicit-request runs are mutually exclusive. Exit
mode and non-exit mode are also mutually exclusive.

 4.13.1 ARCPARMS

The ARCPARMS data set (a member of CAI.PARMLIB) contains parameters that
apply to any type of archive or backup run, and establish standard criteria for archive
and backup runs. The supplied procedures for archive and backup runs point to this
data set. ARCPARMS parameters are set to desired information center-defined default
values at the time CA-ASM2 is installed (see the CA-ASM2 Planning Guide for more
information).

These parameters are allowed in CAI.PARMLIB(ARCPARMS)

 $ANYPAKS
$ARCHPAK (allowed only in ARCPARMS)

 $BKUPCHK
 $CYCLETM

$DSAMGR (allowed only in ARCPARMS)
 $MAXPASS
 $MAXTAPE
 $MISCTLD
 $NOTCTLD
 $RECATLG
 $SMSVOL2

The contents of ARCPARMS rarely changes; for example, it may change with the
addition of new volumes. The ARCPARMS data set contains 80-byte logical records
in the format:
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Bytes 1 to 8 = Keyword, which must begin with $
Byte 10 = Start of the operand(s)

This format also applies to the SYSIN input parameters. You can override all
ARCPARMS parameters except $ARCHPAK and $ANYPAKS from SYSIN. The
$ARCHPAK parameter may appear only in ARCPARMS.

Note:  While the $DSAMGR statement could be put in ARCPARMS, it is distributed
in the two CAI.PARMLIB members $DSAMGRA and $DSAMGRB, where
they can be tailored as needed for the disk-to-tape unload procedures.

$ARCHPAK xxxxxx

$ARCHPAK is valid only in the ARCPARMS data set.

The operand xxxxxx names a disk volume eligible for any type of archive or
backup run. The resulting list of disk volumes provides a means of validating the
non-SMS disk volumes named in the $DISKPAK and $UGROUP SYSIN
parameters. To bypass volume validation (that is, to allow archive or backup from
any volume designated by a $DISKPAK parameter), enter $ANYPAKS in the
SYSIN stream.

$ARCHPAK parameters are not needed for SMS volumes. For SMS volumes, the
Storage Group's definitions for AUTO BACK and AUTO MIGR determine
whether system-initiated backups, system-initiated archive, or threshold archive are
eligible to be done.

Multiple $ARCHPAK statements allowed.

Mode: A, all
Example: $ARCHPAK TSO001
 $ARCHPAK TSO002

$DSAMGR [REPEAT]

This parameter specifies that if an unload allocation to the DSA fails because of
lack of space, a PURGE of the DSA should be attempted. It is only allowed in
ARCH.ARCPARMS and must be the last parameter specified in
ARCH.ARCPARMS.

$DASDMNT constructs a DSA management PURGE command and give control
to M2DSAMGR to perform the DSA purge. PURGE command operands can be
specified on ARCPARMS statements following the $DSAMGR parameter, with a
TYPE(ARCHIVE), TYPE(BACKUP), or TYPE(ANY) required to select the type
of DSA unloads that are candidates to be purged.

The optional REPEAT operand requests that $DASDMNT call the DSA manager
more than once if needed. This should not be specified unless FORCE and either
DOWNTO or FREE purge operands have been added to the appropriate
$DSAMGRA or $DSAMGRB members of PARMLIB.

One $DSAMGR statement allowed.

Mode: all
Example: $DSAMGR TYPE(ANY) SUBTYPE(REGULAR) DOWNTO(85%)
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4.13.2 Description of Archive and Backup SYSIN Parameters

All the archive and backup run SYSIN parameters are described in alphabetical order
in this section. These parameters may appear as routine input to archive or backup
runs. System-initiated runs and explicit-request runs are mutually exclusive. Exit mode
and non-exit mode are also mutually exclusive. Pay close attention to the mode
designations following the parameter description. They specify what restrictions, if
any, apply to the parameter. Mode designations follow:

A Can be entered in ARCPARMS data set. Does not exclude any other possibilities.
E Can be entered in exit mode.
NE Can be entered in non-exit mode.
S Can be entered in system-initiated runs.
T Can be entered in threshold archival runs.
U Can be entered in explicit-request runs.
all Includes S, U, E, NE and T, but not A.

Note:  Mode all does not mean that a control statement is valid in ARCPARMS. You
may include only $ARCHPAK, $CYCLETM, $MAXPASS, $MAXTAPE,
$MISCTLD, and $NOTCTLD input control statements in the ARCPARMS
data set.

$ACTIVE2

This parameter specifies that only data sets used in the last nnn days are
archived/backed up. The operand nnn is specified by the $CYCLETM parameter.
$DASDMNT ignores the $ACTIVE2 parameter if $USRPASS, $PRMPASS, or
$BACKUP is also specified. $ACTIVE2 is valid in a backup run, but generally is
used only in an archive run.

One $ACTIVE2 statement allowed.

Mode: S, E, NE

$ANYPAKS

This parameter makes all non-SMS volumes found for $UGROUP statements
eligible for processing, and those specified in $DISKPAK statements. Eligiblity
of SMS volumes for system-initiated archive runs or Realtime Space Monitor
threshold archiving is determined by the setting of AUTO ARCH for its SMS
storage group. Eligiblity of SMS volumes for system-initiated backup runs is
determined by the setting of AUTO BACK for its SMS storage group. The
optional ARCHIVE/BACKUP operands on the $DISKPAK parameter can be used
to override the SMS AUTO BACK or AUTO MIGR setting for a specific run.

One $ANYPAKS statement allowed.

Mode: A, all
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$ARCASM2

This parameter allows archival of data sets whose names begin with an
information center-defined prefix, followed by ARCH or BKUP. Use it only in
$USRPASS runs (ASM2DEXA and ASM2EXPA procedures), but ensure
CA-ASM2 system data sets are not inadvertently archived. Except for the IPC
and Journal, these data sets can be backed up at any time without restriction.

Affects archive runs.

One $ARCASM2 statement allowed.

Mode: U, E, NE

$ARCHEXT xxxxxxxx

This parameter identifies the module (developed by your information center) that
$DASDMNT is to use as the exit for this run. The operand xxxxxxxx specifies the
name of the module. To run in non-exit mode, code this operand either
$NOEXIT or leave it blank. $ARCHEXT is the only mandatory SYSIN
parameter.

Affects exit or non-exit mode.

One $ARCHEXT statement allowed.

Mode: all
Example: $ARCHEXT ARCHUSER

$ARCHPAK

(See $ARCHPAK on page 4-93 for a description.)

$BACKUP qname,qname,...

This parameter specifies a backup only of explicitly requested data sets. If the
operand(s) qname,... is present, it further specifies that $DASDMNT back up only
requests specifying the named queues. If no queue names are specified,
$DASDMNT processes only backup requests that did not specify QNAME. If a
queue name of * is specified on a $BACKUP parameter, it processes all
explicit-requests. It should only be used with the ASM2EXPB and ASM2DEXB
procedures, and is required for them.

When two or more $BACKUP parameters have qnames specified all entries
matching any of the queue names are processed. For example, entries with queue
names of Q1, Q2, Q3, and Q4 are processed if the following $BACKUP
parameters were used:

  $BACKUP Q1
  $BACKUP Q2,Q3,Q4
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Requests which did not specify a queue name are not processed in a run when at
least one non-null queue name is specified. For example, if the following
$BACKUP parameters were specified only entries with queue names of Q1 and
Q2 are processed - no matter in which order the parameters are read.

  $BACKUP
  $BACKUP Q1,Q2

The operand(s) must start in column 10. You may enter multiple $BACKUP
parameters if the list of names cannot fit in columns 10 to 71.

Multiple $BACKUP statements allowed.

Mode: U, E, NE
Example: $BACKUP SYS01,DB03,TSO

$BKUPCHK [[NO/NONE]/SU60/IPC]

This parameter specifies whether checking for the existence of a backup copy of a
data set is to be done during archive runs which unload into a disk staging area.
$BKUPCHK has three basic formats:

$BKUPCHK {NO/NONE} requests no checking for the existence of a backup
copy.

$BKUPCHK SU60 requests checking for the existence of a backup copy based on
the SU60 bit in the Format-1 DSCB. The SU60 bit can be maintained by the
IBM SU60 code or by the CA-ASM2 OPEN modification. If the SU60 bit is on,
a backup copy is presumed not to exist and the data set is not archived in a disk
staging area unload run. If the SU60 bit is off, it is assumed to have been turned
off during a backup of the data set and the data set is archived.

$BKUPCHK SU60 is the default

$BKUPCHK IPC requests checking for the existence of a backup copy of the data
set being recorded in CA-ASM2's IPC. $BKUPCHK IPC does not check the
SU60 bit, however, it does check the last modification date in the IPC record and
the Format-1 DSCB. If the dates are different, it considers that the IPC record is
not a current backup and bypasses the archive. In this case the SU60 bit is
probably on. Also, if there is not an IPC record, it does not perform the archive.

Multiple $BKUPCHK statements are allowed, with the last of these statements
read selecting the mode of backup checking.

The last $BKUPCHK parameter read is used.

Mode: A, all
Example: $BKUPCHK SU60

$CATMRG SYSID=q

This parameter indicates whether you want the CPU system ID placed in the IPC
record key. The q is either Y or N. The default is to perform the catalog merge
step(s) with SYSID=N.

One $CATMRG statement allowed.

Mode: all
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Example: $CATMRG SYSID=N

$CNVRTOK [YES/NO]

By default system pass runs skip SMS volumes which are in conversion. A
$CNVRTOK parameter with nothing specified or with YES specified authorizes a
system pass backup or archival run on an SMS volume which is in conversion. A
$CNVRTOK parameter with NO specified suppresses system pass processing of
an SMS volume which is in conversion.

Multiple $CNVRTOK statements are allowed.

Mode: S, E, NE, T
Example: $CNVRTOK

$COMPRES YES/NO $COMPRES YES (default)

This parameter turns off data compression in disk-to-tape unload runs. If this
parameter is not specified or a $COMPRES YES is specified, data unloaded to
tape is compressed. When unloading data sets to a disk staging area, data
compression is always done. When archived data sets are recataloged to the real
tape VOLSER, CA-ASM2's data compression is not used.

Multiple $COMPRES statements are allowed, with the last of these statements
selecting compressed or not compressed mode.

Mode: all
Example: $COMPRES NO

$CYCLETM nnn

This parameter indicates the number of days of inactivity based on LAST REF
DATE, Computer Associates or IBM's, that make a data set eligible for
archival/backup. The operand nnn specifies the number of days. The CA-ASM2
default inactivity criterion is 34 days. This parameter is affected by the presence
of $ACTIVE2 or $MODIFY2. $CYCLETM is ignored in incremental backup
runs that have the $INCBKUP parameter specified.

Note:  For shared DASD in multi-CPU environments, there is a built in three day
grace period (from creation date) from scratch/archive.

The last $CYCLETM parameter read is used.

Mode: A,S,T
Example: $CYCLETM 11

$DEFRSCR

This parameter specifies that deferred scratch should be used for archives into a
disk staging area. It is only valid if the disk-to-disk unload run is authorized for
deferred scratch in $OPTIONS ($MISCOPT data item) and duplexing of archive
tapes is not suppressed in $OPTIONS ($ANOCPY data item).

Mode: S, U, E, NE
Example: $DEFRSCR
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$DIFBKUP

This parameter specifies a CA-ASM2 system-initiated differential backup of data
sets based on the SU60 bit in the Format-1 DSCB. Usage of this parameter
causes the SU60 bit to not be reset after a successful backup. This type of
incremental backup can be useful when extremely quick turnaround is required for
incrementally recovering a pack.

This parameter is mutually exclusive with the $INCBKUP parameter.

The last $DIFBKUP statement is used.

Mode: S, E, NE

$DISKPAK xxxxxx,nnnn,tttttttt,ccc,ooooooo

This parameter describes the volumes to be processed during system-initiated
archival/backup. It is required in any system-initiated run. The operands xxxxxx
and tttttttt are required; the other operands are optional. Indicate absent operands
by consecutive commas.

The operand xxxxxx specifies the VOLSER of a volume to be processed in a
system-initiated run. The operand nnnn specifies the number of data sets to be
processed on the volume before continuing with the next volume. For backup
runs, this parameter is usually omitted. Omitting it, or specifying 9999, means no
limit to the number of data sets backed up from the volume during this run. The
operand tttttttt specifies the name of the device group or device type on which this
volume is (or will be) mounted. The operand ccc is the number of days of
inactivity required for archive/backup eligibility, and overrides $CYCLETM for
this volume only.

The operand oooooooo, if specified, can be ARCHIVE or BACKUP. If
ARCHIVE is specified in a system-initiated archive run, an SMS controlled
volume is processed even if the SMS AUTO MIGR control in the volume's
storage group specifies NO. If BACKUP is specified in a system-initiated backup
run, an SMS controlled volume is processed even if the SMS AUTO BACK
control in the volume's storage group specifies NO.

Note:  If the volume specified is not an SMS volume and is not in the list of
archivable volumes (there is no $ARCHPAK parameter for it in
ARCPARMS), $DASDMNT does not consider the volume's data eligible
for processing unless $ANYPAKS is also specified.

At least one $DISKPAK, $UGROUP, or $STGROUP parameter is required in
system-initiated runs. $DISKPAK parameters are ignored if $USRPASS,
$PRMPASS, or $BACKUP appear in the input stream.

Multiple $DISKPAK statements allowed.

Mode: S, E, NE
Example: $DISKPAK TSO001,,3390,10

Note:  If a non-first segment message is issued, it is because CA-ASM2
system-initiated backup or archive does not process a multivolume data set
unless the first volume processed contains the first segment.
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$DSACLAS xxxxxxxx

This parameter indicates that all unloads for this run are performed disk-to-disk
and that the target Disk Staging Area (DSA) is SMS controlled. The operand
xxxxxxxx identifies the target DSA by its SMS storage class name. The
$DSACLAS parameter is mutually exclusive with the $DSAUNIT parameter.

If no storage class name is specified, or it is specified as $OPT or $OPTIONS,
$DASDMNT uses the $DSACLAS field of $OPTIONS as the DSA SMS storage
class name. Any data set unloaded into CA-ASM2's DSA can be a multivolume
data set. $DASDMNT uses the number of volumes in the storage group defined
by $DSACLAS as the unit count for each allocation to the DSA.

Multiple $DSAUNIT and $DSACLASS statements are allowed, with the last one
of these statements read used as the MVS esoteric or SMS storage class to use for
disk staging area data set allocations.

Mode: all
Example: $DSACLAS ARCHCLAS

$DSADAYS nnn

This parameter specifies the maximum number of days each data set is to be
maintained in CA-ASM2's Disk Staging Area (DSA) until it is eligible to be
purged. The operand nnn represents the maximum number of days. $DSADAYS
applies only to non-SMS controlled data sets, and to SMS controlled data sets
where the Level 1 Days Non-Usage from the SMS management class is not
defined in SMS. The Level 1 Days Non-Usage is not defined to SMS when:

■ The SMS controlled data set does not have a management class, or
■ The management class does not have that field specified.

When the SMS subsystem is not up, $DASDMNT does not unload SMS
controlled data sets.

Multiple $DSADAYS statements are allowed, with the last one of these statements
used for the run.

Mode: all
Example: $DSADAYS 3

$DSAMGR

(See 4-93 for a description.)

$DSAUNIT xxxxxxxx [,volser]

This parameter identifies the target DSA by its esoteric name. The presence of
this keyword indicates that all unloads for this run are performed disk-to-disk and
that the staging area is not SMS controlled. An optional VOLSER
parameter can be used to limit the DSA to a specific volume within an MVS
esoteric unit pool, which normally would be used only for test purposes.

If no DSA esoteric name is specified, or it is specified as $OPT or $OPTIONS,
$DASDMNT uses the $DSAUNIT field of $OPTIONS as the DSA esoteric unit
name. Any data set unloaded into CA-ASM2's DSA can be a multivolume data
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set. $DASDMNT uses the number of volumes in the unit group defined by
$DSAUNIT as the unit count for each allocation to the DSA.

Multiple $DSAUNIT and $DSACLASS statements are allowed, with the last one
of these statements read used as the MVS esoteric or SMS storage class to use for
disk staging area data set allocations.

Mode: all
Example: $DSAUNIT ARCHPOOL

$DSEMPTY n

n specifies what is to be done with empty sequential data sets in non-exit mode
runs. This parameter is ignored when $EMPTYOK is specified.

0 For no action
1 To list on exception log
2 Not used (Replaced by $EMPTYOK.)
3 To scratch (non-VSAM only)
4 To scratch and uncatalog (non-VSAM only)
5 To release unused space (non-VSAM only)

One $DSEMPTY statement allowed.

Mode: S, NE
Example: $DSEMPTY 5

$EMPTCOD n

This parameter allows empty physical sequential data sets to be passed to the user
exit specified by the $ARCHEXT parameter even though empty data sets are
marked not archivable. The operand n specifies the action code:

1 List the empty data sets
9 Pass the empty data sets to $ARCHEXT

Use this option if the user exit examines empty data sets for possible action.

One $EMPTCOD statement allowed.

Mode: S,E,T

$EMPTYOK

This parameter allows archival/backup of empty physical sequential data sets and
VSAM data sets. If $EMPTYOK is used, $DSEMPTY is ignored.

One $EMPTYOK statement allowed.

Mode: all

$ENQTEST n

This parameter causes CA-ASM2 to perform a data set name test or control
assignment enqueue on a data set selected for unload. If the enqueue fails,
CA-ASM2 bypasses the data set. The operand n specifies the action code and
type of enqueue:

0 or blank - use default ENQ RET=TEST. Backup enqueues
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DISP=SHR while archive enqueues DISP=OLD.
1 - ENQ RET=TEST for DISP=SHR
2 - ENQ RET=TEST for DISP=OLD
3 - ENQ RET=USE for DISP=SHR
4 - ENQ RET=USE for DISP=OLD

When enqueuing DISP=SHR (0 or blank in backup; or 1 or 3), CA-ASM2
bypasses any data set allocated to another job DISP=OLD. When enqueuing
DISP=OLD (0 or blank in archive; or 2 or 4), it bypasses any data set allocated to
another job.

Enqueuing RET=TEST tests only whether the data set is allocated to another job.
It does not prevent another job from allocating the data set during the unload.
Enqueuing RET=USE prevents another job from allocating the data during the
unload. When you select ENQ RET=USE, CA-ASM2 performs a DEQ after the
unload. If you omit $ENQTEST, the data set is backed up regardless of other
users. Specifying $ENQTEST adds noticeable overhead to the run.

GRS or its equivalent is required in a shared DASD environment to ensure the
data set is not allocated to another job on another sharing system
DISP=SHR/OLD.

One $ENQTEST statement allowed.

Mode: all

$EXPRCHK

This parameter allows $DASDMNT to override expiration date protection for data
sets. It forces an action code = 1 (list the data set name to the Exception Log with
appropriate comment) for all expiration date protected data sets encountered in an
unload run. If you do not specify $EXPRCHK, all expiration date protected data is
subject to archival.

One $EXPRCHK statement allowed.

Mode: all

$GDSOKAY

This parameter makes generation data sets eligible for archival/backup.
$DASDMNT passes them to the information center exit when run in exit mode.
If $GDSOKAY is not specified, CA-ASM2 does not archive/backup these data
sets.

One $GDSOKAY statement allowed.

Mode: all

$INACTIV n

This parameter specifies the action for data sets meeting user inactivity criteria in
non-exit mode runs. It overrides the action based on $CYCLETM criteria for data
set selection. The operand n specifies the action code:

0 No action
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1 List on the Exception Log

2 Archive/Backup

3 Scratch (does not apply to backup runs) (non-VSAM only)

4 Scratch and uncatalog (does not apply to backup runs) (non-VSAM only)

5 Release unused space (non-VSAM only)

One $INACTIV statement allowed.

Mode: S,NE
Example: $INACTIV 0

$INCBKUP

 { CHANGED}
$INCBKUP { SU6� } [,NORESET]
$INCBKUP [NORESET]
$INCBKUP [NORESET,]yyddd[,hh:mm]
$INCBKUP ALL[,NORESET]

This parameter specifies a CA-ASM2 system-initiated backup of data sets selected
in one of four possible ways. The SU60 change bit in the Format-1 DSCB is
turned off if SU60 bit maintenance by CA-ASM2 has been selected by the
$SOFTWAR option of $OPTIONS unless a NORESET operand is specified. The
volumes to be incrementally backed up must be selected by $DISKPAK,
$UGROUP, or $STGROUP parameters.

$INCBKUP has four basic formats:

 {CHANGED}
$INCBKUP { SU60 } [,NORESET] requests backup of data sets based upon
the SU60 bit in the Format-1 DSCB. The SU60 bit can be maintained by the IBM
SU60 code or by the CA-ASM2 OPEN modification. This bit is set anytime a data
set is opened for update or output. This bit is reset after successful backup and
backup catalog update except when the NORESET operand is specified.

Incremental backup based on the SU60 change bit is the preferred method.
Resetting the SU60 change bit should normally be done as this minimizes the
number of data sets unloaded each time the incremental backup is run.
Incremental backup without resetting the SU60 change bit could be used to reduce
the number of reload tapes mounted for incremental recovery and thus reduce the
impact of an outage to a critical pack.

$INCBKUP {NORESET} without an operand specified (other than NORESET)
requests that all data sets modified since the last incremental backup run be backed
up during this run. This is basically the same as the yyddd format discussed later,
except that the date and time of the last
incremental backup run are determined and used automatically. Both this and the
yyddd method require that the CA-ASM2 modification to OPEN (IFG0196W) be
installed. For this reason, the SU60 format is generally preferred. The SU60 bit is
reset after successful backup and backup catalog update except when the
NORESET operand is specified.
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$INCBKUP {NORESET,}yyddd{,hh:mm} requests backup of data sets based on
the date and time they were last modified. This parameter allows a Julian date
(YYDDD) and a time of day to be used as the basis for selection of data sets to be
backed up. Only data sets modified since the selected date and time are selected
for backup. If the time is not specified, 00:00 is used. If neither the date nor the
time is specified, the date and time of the last incremental backup is used. If this is
the first incremental backup of the volume, CA-ASM2 uses a date equal to the
current date less the number of days specified in the $INCDFLT field in
$OPTIONS. This format requires that the CA-ASM2 modification to OPEN
(IFG0196W) be installed. For this reason the SU60 format is generally preferred.
The SU60 bit is reset after successful backup and backup catalog update except
when the NORESET operand is specified.

$INCBKUP ALL{,NORESET} requests all data sets on the volume(s) be backed
up. CA-ASM2 bypasses data sets allocated after the start of the run.

The last $INCBKUP statement read is used.

Mode: S, E, NE
Example: $INCBKUP 85129,03:14

$MAXPASS nnnn

This parameter specifies the maximum number of data sets that $DASDMNT can
unload in a single pass run. The operand nnnn represents the maximum number.
If exceeded, CA-ASM2 terminates the archive or backup run. If 9999 is specified,
there is no limit to the number of data sets that $DASDMNT unloades. If
$MAXPASS is not specified, the default is 998.

Only applies to system-pass runs.

One $MAXPASS statement allowed.

Mode: A, S, U, E, NE
Example: $MAXPASS 500

$MAXTAPE nnnn

This parameter indicates the maximum number of data sets that $DASDMNT can
unload to a single tape volume before it switches to a new tape. The operand nnnn
represents the maximum number. Do not specify a value less than 4 or greater
than 9999. The value 9999 is recommended as it usually allows CA-ASM2 tapes
to be filled completely. $MAXTAPE is ignored in disk-to-disk runs ($DSAUNIT
or $DSACLAS is specified).

One $MAXTAPE statement allowed.

Mode: A, all
Example: $MAXTAPE 400

$MDISKOK

This parameter processes unmounted DASD by having $DASDMNT dynamically
allocate the volumes (through SVC 99). $MDISKOK is ignored in threshold
archival runs. If a volume is varied offline after the threshold archival program
(M2THRARC) has selected data sets on it for archival, $DASDMNT does not
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dynamically allocate the volume. It cancels the data set archivals and reports them
as exceptions.

One $MDISKOK statement allowed.

Mode: S, U, E, NE

$MISCTLD n

This parameter specifies the action for miscataloged non-VSAM data sets. The
operand n specifies the action code:

0 No action
1 List on the Exception Log
2 Archive/Backup
3 Scratch
4 Scratch and uncatalog
5 Release unused space

One $MISCTLD statement allowed.

Mode: A, S, NE
Example: $MISCTLD 4

Note:  CA-ASM2 does a simple locate on the dsname passed from the F1 DSCB
only. If a data set does not have an entry in the system catalog it appears
to be uncataloged, even if it has an alias in the system catalog.

$MODIFY2 nnn

This parameter directs $DASDMNT to back up only data sets modified within nnn
days. The operand nnn is the number of days specified by the $CYCLETM
parameter. $MODIFY2 is ignored if $PRMPASS, $USRPASS, or $BACKUP is
also specified. You cannot specify $MODIFY2 in incremental backup runs that
have the $INCBKUP parameter specified.

One $MODIFY2 statement allowed.

Mode: S, E, NE

$NEWTAPE xxxxxx

This parameter forces the use of a new tape when the first data set in this run is
unloaded. The operand xxxxxx represents the specific volume serial number of a
tape to use to begin the run. If additional tapes are needed, CA-ASM2 uese
scratch volumes or volumes from the tape pool as appropriate. If you leave the
operand blank, CA-ASM2 selects either a scratch volume or a volume from the
archive or backup tape pool, depending on whether your information center is
using the tape pool option. $NEWTAPE is ignored in disk-to-disk runs
($DSAUNIT or $DSACLAS is specified).

Note:  $NEWTAPE must never be used with an operand if a tape pool is being
used. To force CA-ASM2 to use the next available tape in the tape pool,
specify $NEWTAPE without an operand.

One $NEWTAPE statement allowed.

Mode: all
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$NOASSOC

This parameter specifies that $DASDMNT is not to unload an Alternate Index(es)
with its associated base cluster. The default is to unload AIXs. Even though
$NOASSOC prevents the unload of an AIX with its base cluster, $DASDMNT
deletes any AIX associations of the base cluster in an archive run.

Note:  CA-ASM2 treats the unloading of a VSAM sphere (base cluster with
alternate indexes) as a single unload. If the unload of the base cluster is
successful but an AIX unload fails, the action CA-ASM2 takes depends on
whether the unload is an archive or backup run. In an archive run,
CA-ASM2 terminates the sphere unload and fails all entities that were
successfully unloaded. In a backup run, it notes the AIX unload failure,
but continues sphere processing. Archive sphere termination can be
overridden with the $OPTIONS parameter $INTCSG.

One $NOASSOC statement allowed.

Mode: all

$NOSAS (Only applicable to data sets created prior to SAS 6)

This parameter directs CA-ASM2 not to use the SAS PROC COPY procedure to
unload data sets that have the specific SAS data set characteristics (see SAS
Logical Data Mover Support on page 4-4). This only applies when the data
mover to be selected for BDAM (direct-access) data sets is going to be a logical
data mover.

For Backup: If $BKUPPDM in $OPTIONS indicates that $PDM is the preferred
data mover for BDAM, CA-ASM2 uses $PDM. Otherwise, it uses SAS PROC
COPY unless you specified $NOSAS.

For Archive and Backup: If you specified $NOSAS and the data set is not relative
block BDAM, $PDM is required to unload the data set.

Note:  For CA-ASM2 to use $PDM within an unload run, you must supply the
$UTILITY SYSIN statement. See $UTILITY on page 4-113 for more
information.

One $NOSAS statement allowed.

Mode: all
Example: $NOSAS

Note:  SAS 6 and above data sets are PS data sets. These are treated as any other
PS file and the logical data mover or $PDM is utililized to unload to tape.
Prior to SAS 6, SAS data sets were in a different format requiring the
physical data mover.

$NOTCTLD n

This parameter indicates the action for non-VSAM data sets not cataloged in the
system catalog. The operand n specifies the action code:

0 - No action
1 - List on the Exception Log
2 - Archive/Backup
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3 - Scratch (not applicable for backup runs)
4 - Scratch (not applicable for backup runs)
5 - Release unused space

One $NOTCTLD statement allowed.

Mode: A,S,NE
Example: $NOTCTLD 1

Note:  CA-ASM2 does a simple locate on the dsname passed from the F1 DSCB
only. If a data set does not have an entry in the system catalog it appears
to be uncataloged, even if it has an alias in the system catalog.

$NOTPOOL

This parameter allows CA-ASM2 to satisfy requests for new archive or backup
tapes from scratch volumes if physical or logical end-of-tape occurs during the
run. $NOTPOOL may be used to override the selection of tape pooling as set by
your information manager by $TAPPOOL in $OPTIONS. This disables the
CA-ASM2 tape pool for a specific run. $NOTPOOL is ignored in disk-to-disk
runs ($DSAUNIT or $DSACLAS is specified).

One $NOTPOOL statement allowed.

Mode: all

$ONLYUSE (looks at LSTUS information)

This parameter ensures that CA-ASM2 checks various backup criteria only for
data considered inactive by the $CYCLETM value associated with the run. Use
$ONLYUSE always when inactivity is the only criterion as its use saves
considerable overhead. Use it only with the ASM2SYSA or ASM2SYSB
procedure. You cannot specify $ONLYUSE in incremental backup runs that have
the $INCBKUP parameter specified.

One $ONLYUSE statement allowed.

Mode: S, E, NE

$OPTLVL x

This parameter controls the level of I/O optimization to be used during
archive/backup. The operand x specifies the I/O optimization level:

 $OPTLVL Tracks Read Real Storage

 Per EXCP Required

 1 1 22�K

 2 2 424K

 3 (default) 5 1�44K

 4 8 1666K

 5 15 31��K

The I/O optimization level is a numeric value from one to five. A one represents
the lowest I/O optimization, which offers the lowest throughput but requires the
least amount of machine resources. A five represents the highest I/O optimization,
which offers the best throughput but requires the most machine resources. The

4-106 System Reference Guide



4.13 Archive and Backup SYSIN Parameters

default for archive/backup is three. This parameter allows your data center to
select an optimization level that balances elapsed time requirements with resource
availability.

Mode: all
Example: $OPTLVL 5

$PRMPASS qname,qname,...

This parameter forces archival of only those data sets explicitly marked for
permanent archival by individual jobs or users. Use it only with the ASM2DEXP
and ASM2EXPP procedures. $DASDMNT processes only queue names matching
the operand qname,.... If no queue names are specified, it processes only explicit
requests that did not specify QNAME. If a qname of * is specified on a
$PRMPASS parameter, it processes all permanent archive requests.

You may enter multiple $PRMPASS parameters if the list of names cannot fit in
columns 10 to 71. For explicit runs, either $PRMPASS or $USRPASS (but not
both) must be present.

Affects explicit request and archive modes.

Multiple $PRMPASS statements allowed.

Mode: U, E, NE
Example: $PRMPASS PROD02,ATMS

$PWOKAY

This parameter causes the $DASDMNT program to treat password-protected data
sets as unloadable. $DASDMNT passes these data sets to the information center
exit when run in exit mode. If you use this parameter, CA-ASM2 should be
authorized to bypass password checking.

One $PWOKAY statement allowed.

Mode: all
Example: $PWOKAY

$QUALIFY n,dsnqualifier (or pattern mask)

This parameter indicates the action for data sets whose names start with the
high-level dsnqualifier. The dsnqualifier may be from one level to the full data
set name (up to 44 characters including periods), or may be a pattern mask. It is
interpreted as a pattern mask if *, -, or ¬ is present. Note that as soon as the
pattern mask matches (from first to last) the selection is complete. For this reason,
ensure that your more specific pattern mask is specified first, followed by your
less specific masks.

The operand n specifies the action code:

0 No action. (Any data sets beginning with this qualifier are not backed up
even if selected by the $INCBKUP statement.)

1 List on the Exception Log.

Chapter 4. Archival and Backup 4-107



4.13 Archive and Backup SYSIN Parameters

2 Archive/Backup. (Data sets with names beginning with this qualifier are
backed up in addition to those selected by the $INCBKUP statement.)

3 Scratch. (Does not apply to backup runs) (Non-VSAM only)

4 Scratch and uncatalog. (Does not apply to backup runs) (Non-VSAM only)

5 Release unused space. (Non-VSAM only)

dsnqualifier can be specified as one or more levels of DSN qualification (up to the
full dsname), or can be specified as a pattern mask. $DASDMNT examines each
dsnqualifier and if a special character (- ¬ or *) is coded, dsnqualifier is treated as
a mask.

Since the hyphen (-) can be coded in a dsname, when dsnqualifier specifies one or
more levels with -, a mask should be specified rather than coding the level(s)
prefix. For example, if DEPT-nnn is a first level qualifier standard, where nnn is
numeric, to select all DEPT-100 data sets for backup or archive, code the
following:

 $QUALIFY 2,DEPT-1��.-

If coded as shown in the following example, no data sets would be selected
because of pattern masking rules:

 $QUALIFY 2,DEPT-1��

$QUALIFY applies to threshold archival runs, but only to action codes 0 and 1.
The threshold archiver program (M2THRARC) reads and applies $QUALIFY
archival criteria (data set exclusion) when selecting data sets for archival.
$DASDMNT does not archive any data sets that match the do not archive criteria
in threshold archival runs. In threshold archival runs, $DASDMNT treats action
code 0 the same as action code 1 (ignore but list on the Exception Log), and it
ignores action codes 2 through 5.

Multiple $QUALIFY statements allowed.

Mode: S,NE,T
Example: $QUALIFY 2,DB02.PRJ1234

$RECATLG [xxxxxx\REAL] [,GDGONLY]

This parameter allows recataloging of archived data sets. The operand xxxxxx
represents a fictitious tape volume serial number, for example ARCVOL. When
generation data sets are archived ($GDSOKAY specified) they must be
recataloged to a fictitious VOLSER or the real tape volser to preserve their
existence within the generation data group. MIGRAT should not be specified
when recataloging a data set to a fictitious VOLSER since some IBM software
may expect data sets recataloged to VOLSERs with MIGRAT to have been
archived with DFHSM.

If both the xxxxxx and GDGONLY operands are specified, CA-ASM2 only
archives generation data sets and recatalog them to the fictitious VOLSER. If the
xxxxxx operand is specified without the GDGONLY operand, all data sets
including VSAM data sets are recataloged to the fictitious VOLSER. Recataloging
of all data sets provides a means of easily identifying data sets that have been
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archived. Recataloging data sets to a fictitious VOLSER is not required by IXR,
except for generation data sets within a generation data group which must be
recataloged when archived and when restored by IXR.

If no xxxxxx operand is specified or REAL is specified, CA-ASM2 recatalogs
sequential data sets to the archive tape VOLSER. If the data set do not fit on a
single tape, a data mover error message is issued and the data set is not unloaded.
When recataloging to the real tape VOLSER the block size of the data set on tape
is the same as it was on disk (that is, CA-ASM2 improved blocking is not used)
and the CA-ASM2 data compression is not used.

The $RCAT module performs the actual recataloging when the deferred scratch
feature of archive runs is used. Your installation can modify $RCAT to vary its
action for specific data sets. The source for $RCAT is located in the
CAI.CAISRC data set.

In a disk-to-disk archive run not using the $DEFSCR SYSIN statement, a
$RECATLG statement requesting recataloging to tape (no xxxxxx parameter
specified or REAL specified) is an invalid request.

One $RECATLG statement allowed in ARCH.ARCPARMS which would set the
default recataloging mode. One $RECATLG statement is allowed as a SYSIN
parameter, which overrides any default set by a $RECATLG parameter in
ARCH.ARCPARMS.

Mode: A,all
Example: $RECATLG ARCVOL,GDGONLY

$SIMULAT [DSAMGR]

This parameter indicates $DASDMNT is to simulate the system-initiated
archive/backup run. You can determine the effect of an archive/backup run
without actually scratching, purging, archiving, backing up, or releasing space
from any data sets. By specifying $SIMULAT and varying the parameters (such as
$CYCLETM), you can optimize the archive/backup process before performing a
live archive/backup run ($SIMUL is an alias for $SIMULAT).

If the optional operand DSAMGR is specified in a simulated archive or backup
using a DSA, a DSA PURGE is also simulated. The DSA purge simulation occurs
even though the DSA may not be out of space. The simulated DSA purge is
intended to allow testing of the control parameters coded for the DSA manager.

A $SIMULAT DSAMGR run should always be done after making any changes to
the DSA purge definitions of archive or backup to verify the definitions are
correct, before allowing the definitions to be used in production.

$SIMUL can be coded instead of $SIMULAT.

One $SIMULAT statement allowed.

Mode: all
Example: $SIMULAT DSAMGR
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$SMSRTPD

This parameter allows the use of SMS management class constructs in determining
the retention period for archived data sets when the archive run is system-initiated.
By default, the assigned retention period is derived from the installation parameter
$SYSTIME. A management class must exist for the data set with either EXPIRE
AFTER DAYS NON-USAGE or EXPIRE AFTER DATE/DAYS specified.

One $SMSRTPD statement allowed.

Mode: S
Example: $SMSRTPD

$SMSVOL2

This parameter inverts the use of the SMS AUTO MIGR and AUTO BACK
controls in SMS storage groups. When CA-ASM2 will coexist with HSM, the
SMS volume level controls may have to be reserved for CA-ASM2. Volumes in a
storage group with AUTO MIGR=YES may be migrated by HSM with CA-ASM2
needing to ignore them in system-initiated archive runs.

With $SMSVOL2 specified, SMS volumes selected in system-initiated archival or
threshold archival runs are archived if AUTO MIGR=NO, and backed up in
system-initiated backup runs if AUTO BACK=NO. With $SMSVOL2 specified,
SMS volumes selected in system-initiated archival or threshold archival runs are
not archived if AUTO MIGR =YES, and they are not backed up if AUTO
BACK=YES in system-initiated backup runs.

One $SMSVOL2 statement allowed.

Mode: all
Example: $SMSVOL2

$STGROUP gggggggg

This parameter specifies an SMS storage group to be processed during
system-initiated archival/backup. One or more $DISKPAK, $UGROUP, or
$STGROUP parameters are required in any system-initiated run.

The operand gggggggg specifies an SMS storage group with one or more volumes
in the group. All volumes in the group that are online are processed in the
system-initiated run. To process offline volumes, you must use $DISKPAK
statements with a $MDISKOK statement.

By default, there is no limit to the number of data sets that $DASDMNT can
unload from a volume in a group specified on a $STGROUP statement. You can
use a $DISKPAK statement to specify a maximum number of data sets to unload
from specific volumes. Also, $CYCLETM specifies the number of days of
inactivity required for archive/backup eligibility for all volumes in the group
unless you use a $DISKPAK statement to override $CYCLETM for a specific
volume(s).

$STGROUP is ignored if $USRPASS, $PRMPASS, or $BACKUP appear in the
input stream.

Multiple $STGROUP statements are allowed.
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Mode: S, E, NE
Example: $STGROUP PRODPOOL

$SU60 RESET/NORESET

This parameter specifies whether the SU60 bit in the Format-1 DSCB is reset after
a successful explicit backup (that is, $BACKUP specified). The operand RESET
indicates the SU60 bit should be reset, and the operand NORESET specifies not to
reset the SU60 bit. The default (no $SU60 parameter specified) is to reset the
SU60 bit.

$SU60 is regarded as an invalid archive parameter unless four blank spaces are
left between it and the operand RESET or NORESET (the operand must begin in
column 10).

Multiple $SU60 statements are allowed, with the last one of these statements used
for the run.

Multiple $SU60 statements are allowed.

Mode: S, U, E, NE
Example: $SU60 NORESET

$SYSBKUP

This parameter specifies a system-initiated backup run. Use it with the
ASM2SYSB procedure. If you use it in the ASM2SYSA procedure, CA-ASM2
backs up data sets selected for archival instead.

Affects Backup Mode.

One $SYSBKUP statement allowed.

Mode: S, U, E, NE

$SYSTIME nnnn

This parameter overrides the default retention period from $OPTIONS for
retaining data sets archived/backed up during this system-initiated run. The
operand nnnn specifies the desired retention period (number of days). This
operand applies to non-SMS data sets and SMS data sets which do not have a
management class specified.

In any system or user initiated archive/backup, $SYSTIME is overridden by the
$OPTIONS field $PLMTIME if:

■ The $OPTIONS field $RETNOPT x'02' bit is on; and

■ The unloaded data set has an expiration date of 99365.

In threshold archival runs, the threshold archiver program (M2THRARC) reads
this parameter and adds an RETPD (nnnn) operand to the $AR command it
executes. $DASDMNT itself ignores this parameter.

One $SYSTIME statement allowed.

Mode: S, E, NE, T
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$TSTDATA xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

This parameter restricts data sets processed by the $DASDMNT program to those
whose name begins with xxxxxxx (a 1- to 44-character string).

One $TSTDATA statement allowed.

Mode: S, E, NE
Example: $TSTDATA USER01.TEST

$UGROUP gggggggg

This parameter specifies a non-SMS esoteric unit group name to be processed
during system-initiated archival/backup. One or more $DISKPAK, $UGROUP, or
$STGROUP parameters are required in any system-initiated run.

The operand gggggggg specifies a non-SMS esoteric unit group name with one or
more volumes in the group. All volumes in the group that are online are processed
in the system-initiated run. To process offline volumes, you must use $DISKPAK
statements with a $MDISKOK statement.

By default, there is no limit to the number of data sets that $DASDMNT can
unload from a volume in a group specified on a $UGROUP statement. You can
use a $DISKPAK statement to specify a maximum number of data sets to unload
from specific volumes. Also, $CYCLETM specifies the number of days of
inactivity required for archive/backup eligibility for all volumes in the group
unless you use a $DISKPAK statement to override $CYCLETM for a specific
volume or volumes, or there is SMS management data applicable to a data set.
The SMS management data has precedence.

$UGROUP is ignored if $USRPASS, $PRMPASS, or $BACKUP appear in the
input stream.

Note:  If the volumes found online in the unit group are not specified in the list
of unloadable volumes (there is no $ARCHPAK parameter for it in
ARCPARMS), $DASDMNT does not consider the volumes' data eligible
for processing unless $ANYPAKS is also specified.

Multiple $UGROUP statements are allowed.

Mode: S, E, NE
Example: $UGROUP TSOPOOL
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$UNMVCOD n

This parameter overrides unmovable data set criteria. It allows unmovable data
sets marked as not archivable to be passed to the user exit specified by the
$ARCHEXT parameter. The operand n specifies the action code:

1 List the unmovable data sets.
9 Pass the unmovable data sets to $ARCHEXT.

Use this option if your information center exit wishes to examine unmovable data
sets for possible action.

One $UNMVCOD statement allowed.

Mode: S, E, T

$USRPASS qname,qname,...

This parameter forces archival/backup of only those data sets explicitly marked for
nonpermanent archival/backup by individual jobs or users. Use it only with the
ASM2DEXA and ASM2EXPA procedures. Only requests specifying queue names
matching the operand qname,... are processed. If no queue names are specified,
$DASDMNT processes only explicit nonpermanent archive requests that did not
specify QNAME. If a qname of * is specified on $USRPASS, it processes all
explicit archive requests.

You may enter multiple $USRPASS statements if the list of names cannot fit in
columns 10 to 71. For explicit runs, either $PRMPASS or $USRPASS (but not
both) must be present.

Affects explicit request and backup modes.

Multiple $USRPASS statements allowed.

Mode: U, E, NE
Example: $USRPASS PROD02,ATMS

$UTILITY

$UTILITY must be included in any CA-ASM2 backup procedure that uses $PDM
(Physical Data Mover). However, Computer Associates does not recommend
using $PDM in any CA-ASM2 archive procedure.

In particular, you must include $UTILITY in the SYSIN control statements for the
$DASDMNT program if you want $DASDMNT to use $PDM for image-copy
dumping of data sets otherwise bypassed. See the $ARCHTKC/$BKUPTKC field
in $OPTIONS for a definition of which data sets may be eligible for processing
by $DASDMNT, and $BKUPPDM to determine when you should use $PDM as
the primary backup data mover.

One $UTILITY statement allowed.

Mode: all
Example: $UTILITY
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4.14 SMS Archive/Backup Controls

CA-ASM2 supports IBM's SMS volume level and data set level controls over a DASD
archive and backup process. Note that IBM's terminology of migrate, means the same
as CA-ASM2's terminology of archive, that is, to move a DASD data set not accessed
in some period of time from primary storage to a non-allocatable storage medium.
The DSA support of CA-ASM2 is equivalent to HSM's L1 (level 1) storage.

CA-ASM2 also supports the archive and backup of SMS controlled data sets and the
movement of data sets from one volume to another with the $MIGRATE function.
CA-ASM2's archive and backup of SMS data sets includes recording the SMS classes
assigned to the data set and reloading them with the saved SMS classes. $MIGRATE
supports copying the existing SMS classes, or assigning new classes for the moved
data sets.

The IPC maintenance program ($MAINT) optionally uses the SMS management class
data to control the maximum number of archive and backup copies of an SMS
managed data set. Support for many of the other archive and backup controls
contained in SMS management class and storage group data are described next.

4.14.1 SMS Control of CA-ASM2 Archive and Backup

$DASDMNT automatically uses SMS management class and storage group data when
selecting data sets and volumes for archive and backup. No additional $OPTIONS
parameter or SYSIN parameter is needed to enable SMS usage, and SMS controls
defined in the management class and storage group data are guaranteed to be used by
$DASDMNT. If the support for SMS by $DASDMNT were not automatic, the
installation standards and controls defined in SMS management class and storage
group data would be subject to easy accidental errors of omission and other
unintentional errors. There are, however, additional controls which allow the storage
administrator to override SMS controls in specific cases.

For $DASDMNT to select a volume in a system-initiated archive or backup run there
must be a user SYSIN parameter selecting the volume's VOLSER. The $UGROUP and
$STGROUP parameters allow more than one volume to be selected for unload with
one SYSIN parameter. SMS volumes can be selected with the $DISKPAK,
$UGROUP or $STGROUP parameters. Non-SMS volumes can be selected with the
$DISKPAK or $UGROUP parameter.

In addition to being selected by a SYSIN parameter, a volume must also be authorized
for unload in a system-initiated archive or backup run. Authorization for unload of
non-SMS volumes is with either a matching $ARCHPAK parameter in
ARCH.ARCPARMS or the $ANYPAKS input parameter must have been specified.
Authorization for the unload of SMS volumes is determined by each volume's storage
group definition.

To make it possible for some improvised reason to archive or incrementally backup
from an SMS volume whose storage group specifies AUTO MIGR=NO or AUTO
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BACK=NO, an override is provided. The $DISKPAK SYSIN parameter has an
ARCHIVE/BACKUP parameter which authorizes archiving or backing up for a
specific run.

4.14.2 SMS Control of Threshold Archival

The Threshold Archiver component calls $DASDMNT to verify archivability of each
data set before selecting and queuing data sets for archive. Since threshold archiving
is an automatic process, the SMS volume level and data set level AUTO MIGR
controls are honored by $DASDMNT.

In the threshold archive run mode, $DASDMNT only archives SMS controlled data
sets when the management class CMD/AUTO MIGRATE field is set to BOTH and the
volume's storage group AUTO MIGR field is set to YES.

4.14.3 CA-ASM2 and HSM Coexistence

$DASDMNT assumes that if SMS is present the volume level and data set level
controls of backup and archive are to be supported. For example, you do not have to
code an input parameter to $DASDMNT to have the SMS controls activated. The
$MAINT default of SMS-CONTROL(INACTIVE) is not changed, and $DASDMNT
and $MAINT defaults are different.

When CA-ASM2 will coexist with HSM, the SMS volume level controls may have to
be reserved for HSM. Volumes in a storage group with AUTO MIGR=YES may be
migrated by HSM with CA-ASM2 needing to ignore them in system-initiated archive
runs. The $DASDMNT input parameter $SMSVOL2 can optionally be used to have
the meaning of the SMS AUTO MIGR and AUTO BACK controls reversed by
$DASDMNT. With $SMSVOL2 specified, SMS volumes selected in system-initiated
runs are archived if AUTO MIGR=NO, and backed up if AUTO BACK=NO. With
$SMSVOL2 specified, SMS volumes selected in system-initiated runs are not archived
if AUTO MIGR=YES, and they are not backed up if AUTO BACK=YES. This
allows both HSM and CA-ASM2 to operate with the same SMS definitions without
processing overlaps.

4.14.4 CA-ASM2 Support of SMS Controls

CA-ASM2 supports the following types of SMS controls:

■ Archive and Backup Volume Level
■ Archive and Backup Data Set Level

Each of the controls that CA-ASM2 supports are described in the following topics.
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4.14.4.1 Volume Level Controls

Following is a list of the SMS archive and backup volume level controls supported by
CA-ASM2:

ISMF DATA CA-ASM2 Version 4.2 Support

AUTO BACKUP When AUTO BACKUP is set to Y, $DASDMNT
backs up data sets from SMS controlled volumes
during a system-initiated backup run (the CA-ASM2
equivalent of auto backup). The BACKUP operand
of $DISKPAK allows you to override the SMS no
auto backup control for a single volume. Use the
$SMSVOL2 parameter to override all SMS volumes
in a run.

AUTO MIGRATE When AUTO MIGRATE is set to Y, $DASDMNT
archives data sets from SMS controlled volumes
during a system-initiated archive run (the CA-ASM2
equivalent of auto migrate). The ARCHIVE operand
of $DISKPAK allows you to override the SMS no
auto migrate control for a single volume. Use the
$SMSVOL2 parameter to override all SMS volumes
in a run.

ALLOCATION/MIGRATION THRESHOLD: HIGH and LOW
The Realtime Space Monitor and Threshold Archive
component supports these SMS storage group fields.
When the utilization of a monitored storage group
exceeds the high threshold, CA-ASM2 archives data
sets until the low threshold is achieved.

Volume Record Data Fields

Following is a description of the SMS volume record data field supported by
CA-ASM2.

VLD DATA CA-ASM2 Version 4.2 Support

VLDCONV $DASDMNT system-initiated archive and backup runs by default
bypass a volume which has the VLDCONV flag turned on,
indicating the volume is in conversion status. The $CONVTOK
SYSIN parameter allows volumes in conversion status to be
eligible for archive or backup.
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4.14.4.2 Data Set Level Controls

Following is a list of the SMS archive and backup data set level controls supported by
CA-ASM2:

ISMF DATA CA-ASM2 Version 4.2 Support

COMMAND OR AUTO MIGRATE
$DASDMNT supports this SMS management class control.
The possible values of this control are:

BOTH Data sets are eligible to be archived in both
system-initiated and explicit archive
$DASDMNT runs.

COMMAND Data sets are only archived in explict
archive $DASDMNT runs.

Even though $AR commands are issued for
threshold archiving, a threshold archival
run is treated as a system-initiated archival
run. When $DASDMNT is called by
M2THRARC to verify archivability of a
data set, $DASDMNT rejects the data set
if it has an SMS management class with
CMD/AUTO MIGRATE set to
COMMAND (or NONE).

NONE Data sets are not archived by
$DASDMNT.

PRIMARY DAYS NON-USAGE
This SMS management class control specifies the minimum
number of days a data set must remain unaccessed before it
is eligible for auto migration. In system-initiated archive
runs, $DASDMNT uses this value for SMS controlled data
sets instead of the $CYCLETM SYSIN parameter if
$ACTIVE2 and $MODIFY2 are not specified.

The possible values for PRIMARY DAYS are 0 or 1-9999.
If PRIMARY DAYS is 0 a data set is eligible to be
archived the same day it is created. Values of 1-9999
represent the number of days a data set must go unaccessed
before being eligible for archival.

Even though $AR commands are issued for threshold
archiving, a threshold archival run is treated as a
system-initiated archival run. When $DASDMNT is called
by M2THRARC to verify the archivability of a data set,
$DASDMNT rejects SMS managed data sets which have
been accessed in fewer days than the PRIMARY DAYS
NON-USAGE value.
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LEVEL 1 DAYS NON-USAGE
This SMS management class control indicates whether data
sets can migrate to level 1 storage and how long they can
remain there. The DSA is CA-ASM2's equivalent of IBM's
level 1 storage, and $DASDMNT supports this control. The
possible values of LEVEL 1 DAYS NON-USAGE and
$DASDMNT's actions are:

0 $DASDMNT does not archive these data sets
in DSA unload runs. These data sets must be
archived using $DASDMNT disk-to-tape
unload runs.

1-9999 IBM defines this value as the total number of
consecutive days (on level 0 + level 1) that
data sets must remain unaccessed before
becoming eligible to migrate from level 1 to
level 2. When a data set is retrieved from
archive or backup, the retrieval is an access.

For SMS managed data sets, $DASDMNT
subtracts the number of days since the last
access from the LEVEL 1 NON-USAGE and
uses that value instead of $DSADAYS into
the unload's IPC record. The DSA manager's
strategy is to remove unloads from the DSA
as space is needed for new unloads, therefore
the DSA copy may have to be purged if
space is needed.

NOLIMIT IBM defines this value as data sets that
cannot migrate to level 2 (that is, tape)
automatically. $DASDMNT puts a value of
9999 instead of $DSADAYS into the unload's
IPC record and sets a flag in the IPC record
that NOLIMIT was specified. The DSA
manager's strategy is to remove unloads from
the Disk Staging Area as space is needed for
new unloads, therefore the DSA copy of
these data sets are purged if space is needed
in the DSA.

AUTO BACKUP When this control value is YES, SMS data sets with the
associated management class is eligible for $DASDMNT
system-initiated backup.

If the control value is NO, they are not eligible for
$DASDMNT system-initiated backup runs. An exception
message is generated if the data set would otherwise have
been eligible for backup. Data sets with AUTO
BACKUP=NO can only be backed up by CA-ASM2 with
$DEFRAG, the full volume dump facility.
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BACKUP FREQUENCY
$DASDMNT supports this SMS management class control,
but differently than as defined by SMS. The possible
values and $DASDMNT's actions in system-initiated backup
runs are:

0 SMS defines a backup frequency of zero as the
data set, if changed, it is backed up with the
volume. Therefore, in most $DASDMNT
system-initiated backup runs SMS data sets with
a BACKUP FRQUENCY of zero are not be
backed up. They are backed up in $DEFRAG
full-volume backup runs.

When $INCBKUP ALL is specified,
$DASDMNT backs up SMS data sets which
have a BACKUP FREQUENCY of zero.

1-9999 $DASDMNT simply treats values of 1-9999 as
a YES condition, and backs up data sets as
specified by $DASDMNT control parameters.
Therefore, any value of 1-9999 allows a data set
to always be incrementally backed up.

NUMBER OF BACKUP VERSIONS (DATA SET EXISTS)
Support of this SMS control was implemented as the
$MAINT IPC maintenance function of Verdion 4.0. If the
optional SMS-CONTROL(ACTIVE) parameter is specified
to $MAINT, $MAINT uses this value instead of
$BMAXVER from $OPTIONS as the maximum number of
archive copies to keep for a data set.

NUMBER OF BACKUP VERSIONS (DATA SET DELETED)
Support of this SMS control was implemented as the
$MAINT IPC maintenance function of Release 4.0. If the
optional SMS-CONTROL(ACTIVE) parameter is specified
to $MAINT, $MAINT uses this value instead of
$AMAXVER from $OPTIONS as the maximum number of
backup copies to keep for a data set.
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4.15 Queue Manager - $QM

The Queue Manager facility manages the CA-ASM2 command queue. The $QM
command lists or deletes queued archive ($AR, $RA) or backup ($BK, $RB) command
entries. You select queued command entries to be listed or deleted by identifying
various fields or combinations of fields. An alternative to submitting a $QM
command is to use the ISPF Queue Manager panel (see the CA-ASM2 ISPF User
Interface Guide for details).

 Syntax

Queue Manager - $QM 

��──$QM─ ──┬ ┬──────────────────────────── ─────────────────────────�
 │ │┌ ┐─ACTION─ ┌ ┐─LIST───
 └ ┘── ──┴ ┴──────── ( ──┼ ┼──────── )
 └ ┘─DELETE─

 ┌ ┐─,─────
  ┌ ┐─COMMAND──────────────── ┌ ┐──PRINT ( ───

�
┴─field─ )

�─ ──┼ ┼──────────────────────── ──┴ ┴──────────────────── ───────────�
└ ┘─┤ COMMAND Parameters ├─

 ┌ ┐─,─────
  ┌ ┐──SORT ( ───

�
┴─field─ )

�─ ──┴ ┴─────────────────── ───────────────────────────────────────�


COMMAND Parameters:
 ┌ ┐─$AR─
├─ ──┬ ┬──( ──┴ ┴───── ) ──┬ ┬─────────── ──┬ ┬─────────── ────────────────┤

  │ ││ │┌ ┐─,───── │ │┌ ┐─,─────
  │ │└ ┘ ───

�
┴option1 └ ┘ ───

�
┴option3

├ ┤──($BK) ──┬ ┬─────────── ──────
  │ ││ │┌ ┐─,─────
  │ │└ ┘ ───

�
┴option1

├ ┤──($RA) ──┬ ┬─────────── ──────
  │ ││ │┌ ┐─,─────
  │ │└ ┘ ───

�
┴option2

└ ┘──($RB) ──┬ ┬─────────── ──────
 │ │┌ ┐─,─────
 └ ┘ ───

�
┴option2
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Option1 (valid with $AR and $BK commands):

Option 1 - $AR/$BK 

�─ ──┬ ┬─────────────────────── ──┬ ┬─────────────────── ─────────────�
  │ │┌ ┐─,────── │ │┌ ┐─,────

└ ┘──QUALIFY( ───
�

┴─dsname─ ) └ ┘──RETPD( ───
�

┴─nnnn─ )

�─ ──┬ ┬─────────────── ──┬ ┬────────────────── ──────────────────────�
└ ┘──TYPE ──┬ ┬──(P) │ │┌ ┐─,────

└ ┘──(T) └ ┘──UNIT( ───
�

┴─unit─ )

�─ ──┬ ┬────────────────────── ──┬ ┬─────────────── ──────────────────�
│ │┌ ┐─,────── └ ┘──VSAM ──┬ ┬──(Y)
└ ┘──VOLUME( ───

�
┴─volume─ ) └ ┘──(N)

�─ ──┬ ┬──────────────────── ──────────────────────────────────────�

└ ┘──VSAMASSOC ──┬ ┬──(Y)

└ ┘──(N)

Option2 (valid with $RA and $RB commands):

Option 2 - $RA/$RB 

�─ ──┬ ┬─────────────────── ──┬ ┬────────────────── ──────────────────�
  │ │┌ ┐─,───── │ │┌ ┐─,────

└ ┘──DATE( ───
�

┴─yyddd─ ) └ ┘──FILE( ───
�

┴─nnnn─ )

�─ ──┬ ┬─────────────────────── ──┬ ┬────────────────────── ──────────�
  │ │┌ ┐─,────── │ │┌ ┐─,──────

└ ┘──NEWNAME( ───
�

┴─dsname─ ) └ ┘──NEWVOL( ───
�

┴─volume─ )

�─ ──┬ ┬─────────────────────── ──┬ ┬────────────────── ──────────────�
  │ │┌ ┐─,────── └ ┘──SUBSYSTEM ──┬ ┬─J─

└ ┘──ORIGVOL( ───
�

┴─volume─ ) └ ┘─T─

�─ ──┬ ┬───────────────────────────── ──┬ ┬────────────────────── ────�
└ ┘──ASM2VOL ──┬ ┬──(�DISK�) ────── │ │┌ ┐─,────────

├ ┤──(�TAPE�) ────── └ ┘──TIME( ───
�

┴─hh:mm:ss─ )
 │ │┌ ┐─,──────
 └ ┘──( ───

�
┴─volume─ )

�─ ──┬ ┬────────────────────── ────────────────────────────────────�

  │ │┌ ┐─,──────

└ ┘──USERID( ───
�

┴─userid─ )
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Option3 (valid with $AR, $BK, $RA, $RB):

Option 3 - $AR/$BK/$RA/$RB 

 ┌ ┐─,──────
┌ ┐──DSNAME( ───

�
┴─dsname─ )

�─ ──┬ ┬──────────────────────── ──┴ ┴────────────────────── ─────────�
  │ │┌ ┐─,───────

└ ┘──COMMENT( ───
�

┴─comment─ )

 ┌ ┐─( )─
  ┌ ┐──QNAME ──┬ ┬── ──┴ ┴───── ────

│ │├ ┤──(�) ──────────
  │ ││ │┌ ┐─,─────
  │ │└ ┘──( ───

�
┴─qname─ )

�─ ──┴ ┴────────────────────────── ──┬ ┬─────────────────── ──────────�
 └ ┘──SOURCE ──┬ ┬─$RSVP─
 ├ ┤─$AR───
 ├ ┤─$BK───
 ├ ┤─$RA───
 └ ┘─$RB───

Required: None

Defaults: ACTION - LIST
COMMAND - $AR

 logged-on USERID
PRINT - QNAME, DSNAME
SORT - DSNAME

 QNAME( )

 Operands

ACTION Specifies the action to be taken against entries in the CA-ASM2
command queue that satisfy the selection criteria. LIST displays the
entries at the terminal while DELETE removes the entries. LIST is
the default. Be cautious about deleting entries without first listing
and reviewing.

COMMAND Specifies the queued commands that are to be listed or deleted. The
selection keywords that may optionally be selected for each
command are categorized as option1, option2, and option3. The
default is $AR.

PRINT Selects and orders the queued command fields that are to be
printed. You may select as fields any selection keywords valid for
that command. The default order is QNAME, DSNAME.

SORT Identifies the fields to be used to sort selected queue entries. You
may select as fields any selection keywords valid for that
command. The default order is DSNAME.
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Option1 identifies selection keywords that are valid only with the $AR and $BK
commands.

QUALIFY Selects queued entries by the values in the QUALIFY keyword.
The data set name index must be a string of one to eight
characters.

RETPD Selects queued entries with the retention periods listed. A 4-digit
number specifies the number of days in the retention period
(leading zeros must be included in the value).

TYPE Selects queued archive entries that are established as either
PERMANENT or TEMPORARY.

UNIT Identifies the unit on which the data set currently resides. This can
be one to eight characters.

VOLUME Selects entries residing on the volume or volume prefixes listed.
The values represent the DASD volume serial numbers.

VSAM Selects data sets that either are (Y) or are not (N) VSAM data sets.

VSAMASSOC Specifies whether (Y) or not (N) the DSNAME is a VSAM data set
and has VSAM associations. Associations include paths and
alternate indexes.

Option2 contains selection keywords that are valid only with $RA and $RB
commands.

ASM2VOL Specifies a list of tape or disk volume serial numbers on which
unloaded data sets reside. Specifying ASM2VOL(*DISK*) selects
only unloads resident on disk. Specifying ASM2VOL(*TAPE*)
selects only unloads resident on tape.

DATE Selects entries based on a list of Julian dates (YYDDD) on which
the command was queued. You may specify a generic such as
DATE(890) which selects all commands entered in the first 99 days
of 1989.

FILE Specifies a list of tape file sequence numbers for selecting queue
entries.

NEWNAME Specifies the data set names established with the NEWNAME
option.

NEWVOL Specifies volumes established with the NEWVOL option.

ORIGVOL Specifies that volumes specified by the ORIGVOL option are to be
used.

SUBSYSTEM Selects queue entries based on the TSO or JOB (batch) subsystem
in use when the entry was queued.
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TIME Selects entries that were queued at a particular time, specified in
hours:minutes:seconds. You must provide leading zeros. You may
use a time prefix as TIME(13:) to select only entries queued
between 1 and 2 PM.

USERID Selects entries containing the listed user IDs that reference the
original issuer of the command.

Option3 identifies selection keywords that are valid with all four commands ($AR,
$BK, $RA, and $RB).

COMMENT Selects entries based on comments entered when the command was
queued. Maximum length is 30 characters.

DSNAME Selects entries based on the list of data set names or masks used to
queue entries. The default is DSNAME(userid.-) if executed under
TSO, or DSNAME(jobname-1.-) if executed in batch. When using
pattern masking, enclose the mask in quotes to prevent your prefix
from being added to the mask; example: dsn('-.-') finds all data
sets. See Pattern Masking on page 1-88 for more information.

QNAME Selects entries based on the logical queue names entered when the
command was queued. If you do not specify QNAME, CA-ASM2
selects only entries for commands that did not specify a logical
queue name. When you specify QNAME, CA-ASM2 selects only
entries for commands that had a logical queue name equal to one
of those specified to $QM. If you specify QNAME(*), it selects all
entries.

SOURCE Selects queue entries based on the name of the CA-ASM2
command that added the entries to the queue.
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4.15.1 Examples - $QM

Example 1

This example of the $QM command is issued by user ID USER1 from a TSO terminal
and accepts all defaults.

$qm

 $QM�1��I $QM ACTION (LIST)

 $QM�1��I COMMAND ($AR)

 $QM�1��I DSNAME (USER1.-)

 $QM�1��I PRINT (QNAME,

 $QM�1��I DSNAME)

 $QM�1��I QNAME ()

 $QM�1��I SORT (DSNAME)

 QNAME DSNAME

 USER1.DATA

 USER1.FILE1

 USER1.FILE2

 USER1.TEST.DATA

 $QM�4��I QUEUE STATISTICS&COLON. #LISTED = 4 #USED = 4 #FREE = 2�

 $QM�2��I RETURN CODE = �

Example 2

This example is also issued by user ID USER1. It deletes data sets in the $BK
command queue and requests a different printed report.

$qm action(delete) command($bk) print(dsname,volume,type)

 $QM�1��I $QM ACTION (DELETE)

 $QM�1��I COMMAND ($BK)

 $QM�1��I DSNAME (USER1.-)

 $QM�1��I PRINT (DSNAME,

 $QM�1��I VOLUME,

 $QM�1��I TYPE)

 $QM�1��I QNAME ()

 $QM�1��I SORT (DSNAME)

 DSNAME VOLUME TYPE

 USER1.DATA.SET VOL��1 P

 USER1.FILE3 VOL��1 T

 USER1.FILE4 VOL��1 T

 USER1.NEW.DATA VOL��2 T

 $QM�4��I QUEUE STATISTICS&COLON. #DELETED = 4 #USED = � #FREE = 24

 $QM�2��I RETURN CODE = �
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Chapter 5. Reload and Recovery

CA-ASM2 provides three ways of retrieving archived and backed up data:

■ Online retrieval involves issuing a reload from archive ($RA) command or a
restore from backup ($RB) command, and having the tape mounted (if necessary)
to reload the data set to disk immediately.

■ Batch retrieval requires submitting $RA commands or $RB commands as input
to a batch retrieval run (ASM2CMDU).

■ Queued retrieval may use online facilities for the entry of a reload/restore
request, but performs the actual data reload/restore in a batch run (ASM2CMDU).

Another method of retrieving data is through a CA-ASM2 optional facility called
Intelligent Transparent Restore (IXR) that provides automatic realtime reloads of data
sets. IXR is discussed in Chapter 7, “Intelligent Transparent Restore (IXR).”

CA-ASM2 provides SMS support for $RA and $RB reloads.

Note:  When $OPTIONS field $MISCOPT X'01' bit is set, all reloaded data sets (IPC
record entry) are flagged as logically deleted.

 Data Recovery: 

The CA-ASM2 Incremental Recovery facility restores an otherwise unusable DASD
volume to its state when it was last backed up incrementally.
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5.1 Data Set Retrieval

Online retrieval provides immediate reload of archived data sets, and immediate
recovery of backed up data sets. This is not recommended if operational efficiency is a
major concern. It is recommended if convenience to the user is the overriding
objective.

 5.1.1 Online Retrieval

In general, if data sets are archived after relatively long periods of inactivity (weeks or
months), the need for immediate retrieval is questionable. If the period of inactivity
before archival is short, the likelihood of reload is obviously high and the aspect of
user convenience may be more important.

TSO users issue the $RA or $RB command from their terminals. The $RA or $RB
command executes in the user's time-sharing region if these three conditions exist:

■ Your information center allows foreground reloads. (see $OPTIONS)
■ The specified limit to the number of tape drives used by online retrieval has not

been reached.
■ The specific user is authorized to reload data online.

If the reload command requests multiple data sets, CA-ASM2 reloads the data sets in
the order they occur on tape, not necessarily the order they are entered by the user.
This ensures minimum tape passing and mounting.

IDCAMS IMPORT routines accomplish reloads of VSAM clusters. The reload job
step must have the correct catalog environment (though not necessarily the same
environment as the unload). All user catalogs must be available to the reload task
either through ALIAS connections to VSAM user catalogs or through
STEPCAT/JOBCAT allocations.

CA-ASM2 dynamically allocates a tape drive. An information center option allows
CA-ASM2 to warn the operator that a CA-ASM2 TSO mount is imminent and that the
operator should get a specific tape. In this case CA-ASM2 dynamically allocates a
tape unit only after the operator has replied the CA-ASM2 tape is ready. The
CA-ASM2 Dynamic Tape Allocation is available only with $RA or $RB commands.
In environments that allow TSO reloads, it is common to keep CA-ASM2 tapes on a
special rack near the tape drives. This alleviates time restrictions for manual tape
mounts.

The $QM command lists or deletes queued archive ($RA) or backup ($RB) command
entries. See Queue Manager - $QM on page 4-120 for more information.
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5.1.2 SMS Enhanced Reload

For VSAM, a reference to any path or other VSAM sphere component causes IXR to
reload the entire sphere. If the SMS enhanced reload is turned on, data sets that were
SMS controlled at unload time are "pre-driven" through the SMS ACS routines to
determine the current SMS definitions saved at unload time. See the CA-ASM2
Planning Guide for more details on the SMS enhanced reload.

 5.1.3 Considerations

A critical question regarding TSO reloads is how necessary is it for someone whose
data set was archived after 45 days of inactivity to retrieve it within five minutes over
TSO. Naturally, some users say that even five minutes is too long to wait. How
quickly must a recovery be accomplished? If recovery of data sets is to be left to
individual users, online reload may be desirable if they are done very infrequently.
Your data center, however, may wish to take a different stand on this question. Some
information centers disable TSO reloads completely to the general user community but
allow its use by certain users who may have to retrieve a data set quickly.

The major drawback of TSO reloads, which cannot be corrected by CA-ASM2 options,
is that there is no way to optimize reload activity. Four different users could call for
the same tape reel in the course of an hour, requiring four separate tape mounts. On
the other hand, if TSO reload activity is very low, this may not be a significant
problem.

5.1.4 Reload Command - $RA

The $RA command reloads an archived data set from an archive media to an online
DASD volume. The user must designate the name of the data set to be reloaded. The
CA-ASM2 ISPF interface provides menu support to this command (see the CA-ASM2
ISPF User Interface Guide for details).

Two parameters, unload date (UDATE) and unload time (UTIME), are useful to
designate a specific version (other than the most current version) for reload. To request
an older version of the data set, you can use the UDATE and UTIME parameters in
place of specifying (-n) after the data set name.

The NOASSOC and NEWQUAL parameters support the renaming of VSAM sphere
components. NOASSOC applies only to VSAM data sets. When DSNAME specifies a
VSAM object that is a member of a VSAM sphere (base cluster, alternate index name
or path), CA-ASM2 reloads all components of the sphere unless you specified
NOASSOC on the command. NOASSOC causes only the named component to be
reloaded. NEWQUAL specifies one or more nodes to replace the n nodes of each
component in the sphere. NEWQUAL does not rename VSAM data sets unloaded with
CA-ASM2 versions prior to Version 4.0.

The $RA command searches the IPC to determine the data set location and relevant
data set attributes. It recatalogs data sets to disk only if they were cataloged when
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archived. It also does not reload data sets for which a cataloged version already exists
at reload time, unless FORCE is specified.

There are special considerations when a Generation Group Data Set (GDS) is reloaded.
If the GDS is reloaded to a non-SMS volume, it is cataloged to disk if it was
recataloged to tape or to a pseudo volume serial when it was unloaded. If the GDS is
reloaded to an SMS volume, it is cataloged to disk and is ROLLED-IN to the GDG
sphere if it was an ACTIVE member of the sphere when it was unloaded or if the
volume it was unloaded from was not SMS controlled. If neither of the above
conditions are met, the GDS is left in a DEFERRED ROLLIN status.

If foreground reloads are allowed by your information center, $RA generates the
appropriate tape mount and restores the data set. All processing occurs in the TSO
user's region if the user entered the command from a TSO terminal. If foreground
reloads are not allowed, the reload request is queued for processing by a batch job.

 Syntax

Reload Command - $RA 

 ┌ ┐─,──────────────
��──$RA──DSNAME─ ──( ───

�
┴dsname ──┬ ┬────── ) ──┬ ┬───────────────── ────�

└ ┘──(-n) └ ┘──NEWNAME(dsname)

�─ ──┬ ┬───────── ──┬ ┬──────────────────────── ──────────────────────�
  └ ┘ ─NOASSOC─ └ ┘──NEWQUAL(qualifier (n))

�─ ──┬ ┬───────────────── ──┬ ┬──────────────── ──┬ ┬─────── ───────────�
  └ ┘──ORIGVOL(volume) └ ┘──NEWVOL(volume) └ ┘ ─FORCE─

�─ ──┬ ┬────────────── ──┬ ┬────────────────── ──CATALOG ──┬ ┬─────── ───�
  └ ┘──QNAME(qname) └ ┘──COMMENT(comment) ├ ┤─(YES)─

 ├ ┤─(NO)──
 └ ┘─(UNC)─

�─ ──┬ ┬───────────────────────── ──┬ ┬──────────────────── ─────────�

└ ┘──UDATE ──┬ ┬──(yyddd) ───── └ ┘──UTIME ──┬ ┬──(hh:mm)

├ ┤──(yyyy/ddd) ── └ ┘──(hhmm) ─
├ ┤──(mm/dd/yy) ──
└ ┘──(mm/dd/yyyy)

Required: DSNAME(dsname)

Defaults: None. In the absence of (-n), $RA reloads from archive the most recently
archived version of a data set.
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 Operands

CATALOG Specifies the desired catalog status for the data set when
the reload is complete. If the catalog status is not known,
the data set is cataloged.

NO Do not catalog data set at reload.
UNC Uncatalog the data set when reload is completed.
YES Catalog data set at reload.

The default is the catalog status at unload time.

Note:  SMS controlled GDG's will be left in
DEFERRED status if CATALOG(NO) is
specified.

COMMENT(comment) Specifies the text to be saved in the comments field
replacing the prior comments. Comments can be up to 16
characters without embedded blanks or quotes.

DSNAME Specifies the names of data sets to be reloaded. Specify
the version (-n) in parentheses, otherwise CA-ASM2
reloads the most recently archived data set (version 0).
The n is a 1- or 2-digit integer and must be preceded by a
minus sign. For example: 'USER5.X.ASM'(-2) refers to a
version of 'user5.x.asm' two versions older than the most
recently archived version of the data set. With the
operands NEWNAME, ORIGVOL, or NEWVOL, specify
only one data set name. When entering (-n) with a fully
qualified data set name, place the (-n) outside the final
quote. Example: DSN('USER.TEST.DATA'(-2))

Note:  The preferred method of specifying a version
other than the most recent version is the UDATE
and UTIME parameters (see 5-7).

FORCE Allows the reload of a data set even if the data set
currently exists on DASD. The current data set is
destroyed and the reload requested proceeds. In some
cases, the reload occurs into the existing data set.
However, this is not always the case in regards to data
sets unloaded using $PDM or if there is not enough space
on the volume to allow the reload.

NEWNAME(dsname) Specifies the name of the data set after it has been
restored to the volume. CA-ASM2 supports the rename of
VSAM data sets at both the cluster and component level.
CA-ASM2 gives the cluster the name specified in
NEWNAME and the components a default (value of
NEWNAME appended by either DATA and/or INDEX -
for example, NEWNAME.DATA). A user exit,
$VSAMRXT, allows the user to override the default for
any component. In addition, CA-ASM2 supports the
rename of an ICF VSAM data set's high level index at
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restore. This parameter is incompatible with the
NEWQUAL parameter.

Note:  The preferred method to rename VSAM spheres is
the NEWQUAL parameter (see 5-6).

NEWQUAL(qualifier (n)) Requests that CA-ASM2 give a new high-level qualifier
or qualifiers to the data set when it is reloaded. The (n)
specifies the number of nodes in the data set name that
are to be replaced with 'qualifier.' Qualifier may be one or
more nodes and must be enclosed in single quotes if the
new qualifier is not to be prefaced with the requester's
userid. The (n) defaults to one when not specified. When
specified for a VSAM data set, all members of the
VSAM sphere are renamed using the new qualifier. This
parameter is incompatible with the NEWNAME
parameter.

Note:  VSAM data sets unloaded with versions of
CA-ASM2 prior to Version 4.0 may not be
renamed with the NEWQUAL parameter.
NEWQUAL processing for VSAM data sets
requires the additional CA-ASM2 catalog fields
provided by the VSAM sphere support introduced
in Version 4.0.

For example: $RA DSN('A.B.C') NEWQUAL('NEWHLQ' (2))

results in data set 'A.B.C' being replaced as
'NEWHLQ.C'. The 2 high level nodes A and B are
replaced with a single node 'NEWHLQ'.

$RA DSN('MY.TEST.DATA') NEWQUAL (OLDVER.AAA(1)) when
requested by userid JOESMITH results in the name
JOESMITH.OLDVER.AAA.TEST.DATA after reload.
JOESMITH is added as the first node because the
NEWQUAL parameter is not enclosed in quotes. These
three nodes then replace the data set's first node only.

$RA DSN('SYS2.RUNLIB') NEWQUAL('SYS3') results in data set
'SYS2.RUNLIB' being reloaded as 'SYS3.RUNLIB'.

NEWVOL(volume) Specifies a new target volume to which the data set is to
be restored. NEWVOL overrides $OPTIONS volume
selection and exits.
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NOASSOC Specifies reload of the VSAM object name in the
DSNAME parameter only. NOASSOC applies only to
VSAM data sets. When DSNAME specifies a VSAM
object that is a member of a VSAM sphere (base cluster,
alternate index name or path), CA-ASM2 reloads all
components of the sphere unless you specified
NOASSOC on the command, in which case CA-ASM2
reloads only the named component. This parameter is
ignored for non-VSAM data sets or VSAM data sets with
no alternate index.

ORIGVOL(volume) Specifies the home VOLSER DASD volume from which
the data set was archived.

QNAME(qname) Specifies that this reload request be added to the logical
queue of requests specified for later processing by the
$RXQUMON program. CA-ASM2 processes all reload
requests containing the same queue name when a batch
reload job specifying that queue name is submitted. The
qname may be a one- to nine-character string.

UDATE Specifies the unload date, in Julian date format (YYDDD
or YYYY/DDD) or in Gregorian format (MM/DD/YY or
MM/DD/YYYY), of the archive version to be reloaded.
When UDATE and UTIME are both specified, the reload
fails unless an unload record for that data set with the
specified UDATE and UTIME is found. When CA-ASM2
finds multiple records for the same date and UTIME is
not specified, CA-ASM2 returns the most recent version
for the date. If you specify a version with -n and specify
UDATE, CA-ASM2 ignores the version number and use
the UDATE to select the version to reload. In this case, it
issues message $RX8085I: VERSION IGNORED WHEN

UDATE PARM IS SPECIFIED.

UTIME Specifies the unload time in HH:MM or HHMM format
of the archive version to be reloaded. When UTIME is
specified, the UDATE operand is required. If more than
one candidate is available with the same date and time,
CA-ASM2 rejects the request and you must use the
version parameter instead.

Chapter 5. Reload and Recovery 5-7



5.1 Data Set Retrieval

 Examples: 

Example 1

This example illustrates how to restore multiple data sets. CA-ASM2 preallocates data
sets reloaded from archives/backup. It allocates sequential data sets only on as many
tracks as needed to contain the data and always give them a secondary allocation. If
the target device type is not the same as the device from which the data set was
unloaded, CA-ASM2 automatically performs appropriate space adjustments.
Nonsequential data sets retain their original size. It reloads all data sets to a single
extent, if possible.

$ra dsname('user6.educat.cobol' 'user1.jclchkr.asm')

$RX�1��I USER6.EDUCAT.COBOL REQUEST HAS BEEN QUEUED FOR RELOAD

$RX�1��I USER1.JCLCHKR.ASM2 REQUEST HAS BEEN QUEUED FOR RELOAD

Example 2

This example illustrates the ability of CA-ASM2 to maintain, in archives, multiple
versions of a data set, all having the same data set name. CA-ASM2 locates and
reloads by the specified relative version number. In this example, at least four
versions of the data set USER1.JCLCHKR.ASM must be in archives. The most
recently archived version is version number 0. Version number -3 refers to the oldest
of the four versions. If a version number is not specified, CA-ASM2 reloads the most
recently archived version of a data set. If you are using a version number with a fully
qualified data set name, place the version number outside the quotes. CA-ASM2 does
not recatalog generation data groups at reload.

 $ra dsname(jclchkr.asm(-3))

$RX�1��I USER1.JCLCHKR.ASM REQUEST HAS BEEN QUEUED FOR RELOAD

Example 3

This example illustrates the use of UDATE and UTIME to specify the unload date and
time of the version to be reloaded.

$ra dsname(cns1���.asm) UDATE(YYYY/DDD) UTIME(1�:3�)

$RX�1��I USER1.CNS1���.ASM REQUEST HAS BEEN QUEUED FOR RELOAD
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5.1.5 Recovery Command - $RB

The $RB command restores a data set from a backup media to an online DASD
volume. If a tape copy exists, the DSA copy is purged after a data set is successfully
reloaded. The user must specify the names of the data sets to be restored. A
Generation Data Group (GDG) data set is not recataloged at restore. The CA-ASM2
ISPF interface provides menu support to this command (see the CA-ASM2 ISPF User
Interface Guide for details).

Two parameters, unload date (UDATE) and unload time (UTIME), are useful to
designate a specific version (other than the most current version) for reload. To request
an older version of the data set, you can use the UDATE and UTIME parameter in
place of specifying (-n) after the data set name. The $RB command searches the IPC
to determine the data set location and relevant data set attributes.

The NOASSOC and NEWQUAL parameters support the renaming of VSAM sphere
components. NOASSOC applies only to VSAM data sets. When DSNAME specifies a
VSAM object that is a member of a VSAM sphere (base cluster, alternate index name
or path), CA-ASM2 reloads all components of the sphere unless you specified
NOASSOC on the command. NOASSOC causes only the named component to be
reloaded. NEWQUAL specifies one or more nodes to replace the 'n' nodes of each
component in the sphere. NEWQUAL does not rename VSAM data sets unloaded with
CA-ASM2 versions prior to Version 4.0.

There is one case when $RB cannot restore a VSAM or a multivolume data set: when
the data set was backed up (most recently) by $DEFRAG/$PDM, as in a full-volume
backup. If the VSAM or multivolume data set was backed up by Incremental Backup,
or a backup procedure other than $DEFRAG/$PDM, $RB can restore the data set just
as it can a non-VSAM, single-volume data set. You can use a $DEFRAG
'*SELECT,ICF' selective restore to restore ICF VSAM clusters. It can bring back
individual sections of a multivolume data set.

There are special considerations when a generation Group Data Set (GDS) is reloaded
from backup. When a GDS is reloaded to a non-SMS volume, it is cataloged to disk if
the GDS was cataloged when it was backed up. If the GDS is reloaded to an SMS
volume, it is cataloged to disk and is ROLLED-IN to the the GDG sphere if it was an
ACTIVE member of the sphere when it was unloaded or if the volume it was unloaded
from was not SMS controlled. If neither of the above conditions are met, the GDS is
left in a DEFERRED ROLLIN status.

If foreground restores are allowed by your information center, $RB generates the
appropriate tape mount request and restores the data set. All processing occurs in the
TSO user's region if the command is entered from a TSO terminal. If foreground
reloads are not allowed, the reload request is queued for processing by a batch job.

Note:  If a DATA or INDEX component of a VSAM data set exists on a volume that
a $RB DSN(cluster) request has been issued on, the reload fails. This is
because the IDCAMS IMPORT function does not allow a reload of a DATA
or INDEX to a currently existing data set on disk. Even if the CLUSTER does
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not currently exist the reload fails. To resolve this situation a $RB
DSN(cluster) FORCE command string must be utilized. This deletes the
existing DATA and INDEX components on the receiving volume and allocates
a new data set on disk.

 Syntax

Recovery Command - $RB 

 ┌ ┐─,────────────
��──$RB──DSNAME─ ──(dsname ──┬ ┬────── ───

�
┴┬ ┬──────────── ) ───────────�

└ ┘──(-n) └ ┘──dsname(-n)

�─ ──┬ ┬───────────────── ──┬ ┬───────── ─────────────────────────────�
  └ ┘──NEWNAME(dsname) └ ┘ ─NOASSOC─

�─ ──┬ ┬──────────────────────── ──┬ ┬───────────────── ──────────────�
  └ ┘──NEWQUAL(qualifier (n)) └ ┘──ORIGVOL(volume(

�─ ──┬ ┬──────────────── ──┬ ┬─────── ──┬ ┬────────────── ──────────────�
  └ ┘──NEWVOL(volume) └ ┘ ─FORCE─ └ ┘──QNAME(qname)

 ┌ ┐─(YES)─
�─ ──┬ ┬────────────────── ──CATALOG ──┼ ┼─────── ─────────────────────�

  └ ┘──COMMENT(comment) ├ ┤─(NO)──
 └ ┘─(UNC)─

�─ ──┬ ┬───────────────────────── ──┬ ┬──────────────────── ─────────�

└ ┘──UDATE ──┬ ┬──(yyddd) ───── └ ┘──UTIME ──┬ ┬──(hh:mm)

├ ┤──(yyyy/ddd) ── └ ┘──(hhmm) ─
├ ┤──(mm/dd/yy) ──
└ ┘──(mm/dd/yyyy)

Required: DSNAME(dsname)

Defaults: None. In the absence of (-n), $RB reloads from backup the most recently
backed up version of a data set.
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 Operands

CATALOG Specifies the desired catalog status for the data set when
the restore is complete: If the catalog status is not known,
the data set is cataloged.

YES Catalog data set at restore.
NO Do not catalog data set at restore.
UNC Uncatalog the data set when restore is completed.

The default is the catalog status at unload time.

COMMENT(comment) Specifies the text to be saved in the comments field
replacing the prior comments. Comments can be up to 16
characters without embedded blanks or quotes.

DSNAME Specifies the names of data sets to be restored. Specify
the version number (-n) in parentheses, otherwise
CA-ASM2 restores the most recently backed up data set
(Version 0). The n is a 1- or 2-digit integer and must be
preceded by a minus sign. Example: 'USER5.X.ASM'(-2)

refers to a version of 'user5.x.asm' two versions older
than the most recently backed up version of the data set.
If any of the operands NEWNAME, ORIGVOL, or
NEWVOL are used, specify only one data set name.
When entering (-n) with a fully qualified data set name,
place the (-n) outside the final quote. Example:
DSN('USER.TEST.DATA'(-2))

Note:  The preferred method of specifying a version
other than the most recent version is the UDATE
and UTIME parameters (see 5-13).

FORCE Allows the reload of a data set even if the data set
currently exists on DASD. The current data set is
destroyed and the reload requested proceeds. In some
cases, the reload occurs into the existing data set.
However, this is not always the case in regards to data
sets unloaded using $PDM or if there is not enough space
on the volume to allow the reload.

NEWNAME(dsname) Specifies the new name of a data set after it has been
restored to the volume. CA-ASM2 supports the rename of
VSAM data sets at both the cluster and component level.
CA-ASM2 gives the cluster the name specified in
NEWNAME and the components a default (value of
NEWNAME appended by either DATA and/or INDEX -
for example, NEWNAME.DATA). A user exit,
$VSAMRXT, allows the user to override the default for
any component. In addition, CA-ASM2 supports the
rename of an ICF VSAM data set's high level index at
restore. This parameter is incompatible with the
NEWQUAL parameter.
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Note:  The preferred method to rename VSAM spheres is
the NEWQUAL parameter (see 5-12).

NEWQUAL(qualifier (n)) Requests that CA-ASM2 give a new high level qualifier
or qualifiers to the data set when it is reloaded. The (n)
specifies the number of nodes in the data set name that
are to be replaced with 'qualifier'. Qualifier may be one
or more nodes and must be enclosed in single quotes if
the new qualifier is not to be prefaced with the
requestor's userid. The (n) defaults to one when not
specified. When specified for a VSAM data set, all
members of the VSAM sphere are renamed using the new
qualifier. This parameter is incompatible with the
NEWNAME parameter.

Note:  VSAM data sets unloaded with versions of
CA-ASM2 prior to Version 4.0 may not be
renamed with the NEWQUAL parameter.
NEWQUAL processing for VSAM data sets
requires the additional CA-ASM2 catalog fields
provided by the VSAM sphere support introduced
in Version 4.0.

For example: $RB DSN('A.B.C') NEWQUAL('NEWHLQ' (2))

result in data set 'A.B.C' being replaced as 'NEWHLQ.C'.
The two high level nodes A and B are replaced with a
single node 'NEWHLQ'.

$RB DSN('MY.TEST.DATA') NEWQUAL (OLDVER.AAA(1)) result
in the name 'JOESMITH.OLDVER.AAA.TEST.DATA'
after reload. 'JOESMITH' is added as the first node
because the NEWQUAL parameter is not enclosed in
quotes. These three nodes then replace the data set's first
node only.

$RB DSN('SYS2.RUNLIB') NEWQUAL('SYS3') result in data set
'SYS2.RUNLIB' being reloaded as 'SYS3.RUNLIB'.

NEWVOL(volume) Specifies a new target volume to which the data set is to
be restored. NEWVOL overrides $OPTIONS volume
selection and exits.

NOASSOC Specifies reload of the VSAM object name in the
DSNAME parameter only. NOASSOC applies only to
VSAM data sets. When DSNAME specifies a VSAM
object that is a member of a VSAM sphere (base cluster,
alternate index name or path), CA-ASM2 reloads all
components of the sphere unless you specified
NOASSOC on the command, in which case CA-ASM2
reloads only the named component. This parameter is
ignored for non-VSAM data sets or VSAM data sets with
no alternate index.
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ORIGVOL(volume) Specifies the home VOLSER DASD volume from which
the data set was backed up.

QNAME(qname) Specifies that this restore request be added to the logical
queue of requests specified for later processing by the
$RXQUMON program. CA-ASM2 processes all restore
requests containing the same queue names when a batch
restore job specifying that queue name is submitted.

UDATE Specifies the unload date, in Julian date format (YYDDD
or YYYY/DDD) or in Gregorian format (MM/DD/YY or
MM/DD/YYYY), of the backup version to be reloaded.
When UDATE and UTIME are both specified, the reload
fails unless an unload record for that data set with the
specified UDATE and UTIME is found. When CA-ASM2
finds multiple records for the same date and UTIME is
not specified, CA-ASM2 returns the most recent version
for the date. If you specify a version with -n and specify
UDATE, CA-ASM2 ignores the version number and use
the UDATE to select the version to reload. In this case, it
issues message $RX8085I: VERSION IGNORED WHEN

UDATE PARM IS SPECIFIED.

UTIME Specifies the unload time, in HH:MM or HHMM format,
of the backup version to be reloaded. When UTIME is
specified, the UDATE operand is required. If more than
one candidate is available with the same date and time,
CA-ASM2 rejects the request and you must use the
version parameter instead.
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 Examples: 

For multiple data sets, the user simply enters the data set names, one after another,
separated by commas or blanks and is limited only by the number of characters that fit
on one line.

CA-ASM2 preallocates data sets reloaded from archives/backup for the user. For
sequential data sets, it allocates only as many tracks as needed to contain the data, and
it always gives them a secondary allocation. If the target device type is not the same
as the device from which the data set was unloaded, CA-ASM2 automatically performs
appropriate space adjustments. Nonsequential data sets retain their original sizes
(adjusted if necessary for changed device type). CA-ASM2 reloads all data sets to a
single extent, if possible.

CA-ASM2 data sets archived or backed up from a volume of one device type can be
reloaded to a volume of a different device type. An important characteristic of
CA-ASM2 data movers is the ease of transfering data between different device types.
The benefit is lost in those cases where data is backed up by independent track-image
copiers (see $UTILITY on page 4-113).

Example 1

 $rb dsname('joesmith.educat.cobol'(-1))

$RX�1��I JOESMITH.EDUCAT.COBOL REQUEST HAS BEEN QUEUED FOR RELOAD

Example 2

 $rb dsname(educat.cobol(-1))

$RX�1��I USER1.EDUCAT.COBOL REQUEST HAS BEEN QUEUED FOR RELOAD

Example 3

This example illustrates the use of UDATE and UTIME to specify the unload date and
time of the version to be reloaded.

$rb dsname(cns1���.asm) UDATE(YYYY/DDD) UTIME(1�:3�)

$RX�1��I USER1.CNS1���.ASM REQUEST HAS BEEN QUEUED FOR RELOAD
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 5.1.6 Batch Retrieval

Batch retrieval provides an alternative to online reload/recovery for information centers
that:

■ Prefer batch reload or recovery.
■ Do not have online facilities available.
■ Use conditional restores as front-ends to batch jobs.

You enter $RA or $RB commands in the SYSIN stream of the ASM2CMDU
procedure. CA-ASM2 retrieval facilities maximize performance by presorting all
requests and processing them in order of occurrence. This ensures that if, for example,
there are seven data sets to reload that reside on two tapes, CA-ASM2 generates only
two tape mounts. Even the TSO $RA or $RB command presorts all requests specified
in the command. The batch facility is, in general, more efficient because it can handle
many $RA or $RB commands.

Note:  Dynamic Allocation facilities allocate the CA-ASM2 volume. This minimizes
the time CA-ASM2 allocates a volume in both batch and online reloads.

Batch retrieval is common in the following situations:

■ An end user enters into the batch job stream a single step job to retrieve archived
data.

■ Users may have some JCL that they know references data that is subject to
archival. Rather than check each time they run the job, users may prefer to
front-end their JCL with a conditional restore step. This is an ASM2CMDU step
whose SYSIN names possibly archived data sets that CA-ASM2 restores if it has
archived them and has not already brought them back to disk. This is called a
conditional restore because, if necessary, it causes a true reload; if not, the step
skips the reload.

■ The CA-ASM2 authorization exit ($AUTHXTU) is set up to force most or all
TSO $RA or $RB commands to batch.

■ Simple TSO CLISTs, WYLBUR execute statements, and their counterparts in
other online facilities provide online users with a convenient way to submit batch
retrieval jobs.

■ In closely controlled environments in which a significant amount of production
data is archived, it may make sense to run a program that prescans production JCL
and builds a conditional restore stream for CA-ASM2. In a mass conditional
restore at the start of a shift, CA-ASM2 can reload all needed data sets that are in
archives and not already online.
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 5.1.7 Queued Retrieval

Queued retrieval combines the convenience of an interactive retrieval facility with the
operational efficiency of batch retrieval.

Users issue the $RA or $RB command to request the reloading of data sets at a later
time by a batch job. The CA-ASM2 ISPF interface provides menus for performing
queued reloads (see the CA-ASM2 ISPF User Interface Guide for details).

If your information center wants queued reload, the $SOFTWAR field in $OPTIONS
must be set. With queued reload, $RA or $RB calls $RXQEXIT to queue reload
requests. Users might wish to queue only some reloads. You can modify the
$RXQEXIT provided so it decides which requests should be queued and which should
be processed at once. For more information, see Chapter 16, “Troubleshooting.”

The reload request queue can be serviced by a queue monitor facility ($RXQUMON)
which can process retrieval runs automatically based on user-defined parameters. This
program is set up to process the queue if at least one $RA command is in the queue. If
you want to process the queue when at least one $RB command is in the queue (rather
than one $RA command) change TYPEQUE to BKUP.

The retrieval job consists of the ASM2CMDU procedure (the normal batch command
procedure) with SYSIN containing the $RX control statement. CA-ASM2 includes
working $RXQEXIT and queue monitor $RXQUMON to accomplish this.

You can execute $RXQUMON in batch periodically, or it can run continuously. In
either case, when activated, $RXQUMON examines the reload queue to determine
whether to link to the reload processor ($RA/$RB). $RXQUMON logic can be altered
to meet your information center's specific needs. The default for $RXQUMON is to
process the queue if it contains at least one $RA command. This can be altered to
process the queue when one $RB command is in the queue or either is in the queue by
changing the source $RXQUMON as directed. $RXQUMON checks the request
queue every X minutes and if N or more retrieval requests are queued or any request
has been queued for Y or more minutes, $RXQUMON starts a job to service the
queue. The X, N, and Y are information center-defined parameters that can be
defaulted or specified by PARM= on the execute statement (see 5-17). The defaults
are zero which means the queue monitor facility does not service the queue.

Online retrieval can only optimize reloads for a single $RA or $RB command. Batch
retrieval can optimize this activity for an entire job step. Only queued retrieval
optimizes the retrieval activity of many users. If, for example, the queue contains 40
requests from 12 users for data on three tape reels, only QUEUED RETRIEVAL can
process those tapes with the minimal three tape mounts.

The reload exit ($RELDEXT) dequeues queued retrieval requests from
ARCH.$RAQUEUE. Users whose reload requests are queued never see the SYSOUT
from the job that actually performs the reload itself. Therefore, users must be informed
by other means of the result of their reload request. $RELDEXT sends a message
indicating success or failure to the issuer of a TSO reload. CA-ASM2 invokes
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$RELDEXT for every data set processed. Therefore, users do not have to wait until
the job services the entire queue to be notified regarding their reload request.

5.1.7.1 Job Control Statements

Sample JCL for $RXQUMON

// JOB

//$RXQUMON EXEC PGM=$RXQUMON,PARM='XXXNNNYYY'

//SYSPRINT DD SYSOUT=�,

// DCB=(RECFM=FBA,LRECL=133,BLKSIZE=133�)

//� $RAORD REQUIRED IF RESTORES FROM ARCHIVE ARE TO BE DONE

//� $RBORD REQUIRED IF RESTORES FROM BACKUP ARE TO BE DONE

//� $RXQUEUE REQUIRED IF THE ARCHIVE QUEUE IS TO BE ACCESSED

//$RAORD DD DSN=&TEMPRA,UNIT=SYSDA,

// SPACE=(TRK,(1,1)),DISP=(,DELETE,DELETE),

// DCB=(RECFM=FB,LRECL=26�,BLKSIZE=26�)

//$RBORD DD DSN=&TEMPRB,UNIT=SYSDA,

// SPACE=(TRK,(1,1)),DISP=(,DELETE,DELETE),

// DCB=(RECFM=FB,LRECL=26�,BLKSIZE=26�)

//$RXQUEUE DD DSN=prefix.ARCH.$RAQUEUE,DISP=SHR

//� THE FOLLOWING JCL IS NEEDED FOR DATA MOVER

//� MESSAGES IF DESIRED

//AMSOUT DD SYSOUT=�

//ASM����� DD SYSOUT=�,

// DCB=(RECFM=FA,LRECL=121,BLKSIZE=121)

In the execute statement, PARM = XXXNNNYYY defines $RXQUMON logic. The
values must be numeric. Define the parameter field as follows:

XXX Sampling period in minutes.

NNN Minimum number of enqueued reload requests in ARCH.$RXQUEUE needed
to submit a batch job to perform the reload requests.

YYY Number of minutes to determine an aged reload request. If time in the queue is
greater than this value, submit a batch job.
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5.1.7.2 Processing the Queue

When a user issues a $RA or $RB command that results in a queued reload,
CA-ASM2 places an entry in the $RXQUEUE data set. The reloads are processed as
a result of submitting the $RX command in batch.

5.1.8 Reload Batch Command - $RX

The $RX command specifies whether to process archive or backup reloads and also
limits the processing to named queues. $RX can be processed by either ASM2CMDU
or ASM2RETU.

The batch job containing the $RX command must be submitted by someone authorized
to restore any data sets that are found in the queue. If the $RX command references a
data set the user is not authorized to restore, CA-ASM2 does not restore any of the
data sets referenced in that $RX command.

 Syntax

Reload Batch Command - $RX 

��──$RX─ ──TYPE ──┬ ┬────── ──┬ ┬──────────────────── ────────────────�

 ├ ┤─ARCH─ │ │┌ ┐─,─────
 └ ┘─BKUP─ └ ┘──QNAME ( ───

�
┴─qname─ )

 Operands

TYPE Indicates whether to perform archive reloads or backup restores.

QNAME Limits the reload to the qnames listed, and defaults to all entries in
the queue.

 5.1.9 Processing Order

Any of the CA-ASM2 commands that TSO users can issue can also be submitted for
batch processing by the ASM2CMDU procedure. CA-ASM2 processes these
commands in this order:

1. All commands except reloads ($RA and $RB) are processed in the order they
appear in the job stream

2. All archive reloads being processed by $RX commands

3. All $RA commands in the job stream

4. All backup restores being processed by $RX commands

5. All $RB commands in the job stream
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CA-ASM2 places all $RA and $RB commands entered as batch commands in either
the $RAORD ($RA commands) or $RBORD ($RB commands) data set. When
processed, CA-ASM2 writes the $RA command to either $RAORD or $RBORD, as
appropriate.

 5.1.10 Example

This example shows the sequence of processing CA-ASM2 commands, including
reloads.

The following data sets are on the $RXQUEUE for archive:

 DSNAME QNAME TAPEVOL TAPEFILE

 a.a xxxx 111111 1�

 a.b xxxx 111111 �9

The following data sets are on the $RXQUEUE for backup:

 DSNAME QNAME TAPEVOL TAPEFILE

 b.a xxxx 222222 1�

 b.b xxxx 222222 �9

The job stream of the batch job contains the following commands:

$RB DSN('c.a') unloaded to tape 333333 file 3

$RA DSN('d.a') unloaded to tape 444444 file 4

$RX TYPE(ARCH) QNAME(XXXX)

$RX TYPE(BKUP) QNAME(XXXX)

 $SM

 $RSVP

 $QM

CA-ASM2 processes the commands in the following sequence:

 $SM

 $RSVP

 $QM

data set a.b reloaded

data set a.a reloaded

data set d.a reloaded

data set b.b restored

data set b.a restored

data set c.a restored
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 5.1.11 Transparent Access

Transparent access ensures that user jobs do not fail because CA-ASM2 has archived a
referenced data set. It is available for sequential data sets archived during a run that
includes the recatalog option.

You request transparent access by specifying the $RECATLG parameter in the
UNLOAD30 SYSIN stream. CA-ASM2 recatalogs sequential data sets in the OS
system catalog reflecting their new location on the CA-ASM2 archive tape. The
advantage is that their subsequent access on tape is transparent to the user. It is
important to note, however, that CA-ASM2 does not reblock the data set to 32K on
tape. This is necessary to ensure programs requiring specific block sizes can still
access their data sets. The disadvantages are that tape mount activity may be
inefficient and totally unpredictable.

Migration of data sets to tape creates some difficulties. See 8-3 for information about
the available options.

 Caution 

If a data set is opened for output, subsequent data sets on the unload tape become
inaccessable through normal operating system processing. This happens because
the close of the data set makes the data set appear to be the last file on the tape
(that is, a double tape mark is written out by close). The subsequent data sets or
the tape may or may not have been overridden during the transparent access. If
they have not been overwritten, Bypass-Label Processing (BLP) may be used to
retrieve the subsequent files provided that you can determine what is the
appropriate BLP file sequence number.

 5.1.12 Transparent Restore

Intelligent Transparent Restore (IXR) is an optional CA-ASM2 facility that
automatically and transparently restores archived data sets accessed by a batch job,
time-sharing user, or started task. For more information about this feature, see
Chapter 7, “Intelligent Transparent Restore (IXR).”
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5.2 Data Set Recovery

Incremental Recovery restores an otherwise unusable DASD volume to its state when
it was last backed up incrementally. This implies that CA-ASM2 is incrementally
backing up modified data on a volume to complement periodic full-volume backup.

 5.2.1 Incremental Recovery

Incremental Recovery jobs execute the $INCRCVR program through the ASM2INCR
procedure. Before performing the Incremental Recovery, you must first restore the
volume to be recovered from its most recent full-volume dump. If your information
center uses the CA-ASM2 $DEFRAG utility for full-volume dumps, it can invoke the
program, M2INCDFG (see M2INCDFG on page 6-36 for details), to automate the
restore process. After the restore is completed, the ASM2INCR procedure must be run.
This procedure scratches data sets that were not present on the volume when the most
recent incremental backup was taken. Incremental Recovery then builds $RB
commands for data sets that were updated or created since the full-volume dump was
taken.

Incremental Recovery requires three steps:

1. Restore the most recent full-volume backup taken with $DEFRAG or an
equivalent utility. If you do not use $DEFRAG for full-volume backups, the next
paragraph does not apply; go directly to step 2.

If you use $DEFRAG for full-volume backups, you can use the utility program
M2INCDFG to automate restoring the DASD volume(s). To do this, run
M2INCDFG with input control statements identifying the volume to recover.
M2INCDFG is executed with the ASM2DFGR procedure. See M2INCDFG on
page 6-36 for a description of M2INCDFG and complete instructions for defining
control statements. M2INCDFG reads the IPC Defrag Volume Records (DVR) to
obtain information on the most current $DEFRAG of that volume and
automatically invoke $DEFRAG to reload the volume. The program constructs
and passes control statements to the next step identifying the volume and the date
and time of the dump used. After executing M2INCDFG, you must complete
steps 2 and 3.

2. Following successful full-volume restore, run the ASM2INCR procedure.
ASM2INCR scratches/deletes data sets from the volume and build $RB commands
for data sets that were updated or created since the full-volume dump was taken.

3. Run the ASM2CMDU procedure to perform reloads from Incremental Backup
($RBs).

The ASM2INCR procedure determines the required actions to update the volume so
that its contents are equivalent to what they were at the time of the last incremental
backup. The types of actions that are performed include:

■ SCRATCH of a non-VSAM data set restored by the full-volume restore but since
removed from the volume.
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■ DELETE of a VSAM object restored by the full-volume restore but since removed
from the volume.

■ DELETE NOSCRATCH of a VSAM or ICF catalog entry for an object defined
since the full-volume backup using a catalog on a different volume.

■ DELETE VVR of a VSAM (component) object restored by the full-volume restore
but since deleted, and cataloged in an ICF catalog on a different volume.

■ Reload from backup ($RB) of the most recent backup of each data set, VSAM
object, and ICF catalog created or modified (and not deleted) since the full-volume
backup.

The recovery analysis program performs the SCRATCH and DELETE actions. It
executes non-VSAM SCRATCH operations directly while passing all VSAM
DELETE-type operations to an internal IDCAMS call for processing. It displays the
results of each SCRATCH or DELETE attempt in the SYSPRINT file of the recovery
procedure.

CA-ASM2 provides a simulate mode of execution that lets you verify these actions
without their being executed.

The program generates Reload from Backup ($RB) commands for the data sets to be
restored in either simulate or real mode of execution. It writes these $RB commands to
a sequential file for subsequent processing by a normal ASM2CMDU procedure. If
desired, CA-ASM2 writes the commands to a data set with the disposition of KEEP or
CATLG and you can then examine them before executing ASM2CMDU in a separate
job.

If your information center has activated the ICF catalog backup feature, CA-ASM2
produces two distinct files of $RB commands. There is one for ICF catalogs
(SYSUT1) and one for all other backed up data (SYSUT2). For reasons of downward
compatibility, CA-ASM2 requires only the SYSUT2 output file. If you do not supply
SYSUT1 and CA-ASM2 encounters ICF catalog backups, it writes their $RB
commands to SYSUT1 as comments (with an * in column 1) and issues a warning
message.

The reason for separate ICF catalog and data set reloads is that CA-ASM2 must
perform the ICF reload before the reloads of all data sets.

 5.2.2 Limitations

There are circumstances that can require manual recovery actions during or after
incremental volume recovery. Be aware of these and incorporate suitable manual
actions into the recovery process.

■ If your environment uses VSAM (non-ICF) catalogs and data spaces, and VSAM
allocation status of the volume has changed since the full-volume backup was
taken, you must take actions to update the volume after the volume restore and
before executing the ASM2INCR procedure. A change in VSAM allocation status
means assigning ownership of the volume to a VSAM catalog, or defining new
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data spaces on the volume (excluding data spaces associated with UNIQUE
VSAM objects). If either of these has happened since the last full-volume backup,
issue the relevant DEFINE SPACE commands before proceeding with Incremental
Recovery.

■ If the recovery volume was owned by a VSAM catalog with the RECOVERABLE
attribute at the time of the full-volume backup, execute a RESETCAT operation
after the volume restore and before Incremental Recovery. This causes
volume-catalog synchronizing actions that are not available to the Incremental
Recovery process. If the recovery volume was owned by a NONRECOVERABLE
VSAM catalog, it is your responsibility to ensure adequate volume-catalog
synchronization before starting Incremental Recovery.

■ If the recovery volume contains one or more catalogs of any type (VSAM or ICF),
and those catalogs contain entries for objects on volumes other than the recovery
volume, you must ensure that the catalogs contain the correct entries:

– For non-VSAM catalog entries in any type of catalog, this means simple
cataloging and uncataloging of data sets created or deleted since the last
catalog backup.

– For a RECOVERABLE VSAM catalog, a RESETCAT might be required for
each owned volume other than the volume being recovered.

– For a NONRECOVERABLE VSAM catalog, synchronization actions are your
responsibility.

– For an ICF catalog, DEFINE RECOVERY and DELETE NOSCRATCH
operations are required for VSAM objects created and deleted on other
volumes since the catalog was backed up. You can determine the required
actions for an ICF catalog by using the DIAGNOSE command.

■ If Incremental Recovery restores an ICF catalog, it deletes from the master catalog
the aliases associated with that catalog. You must issue an appropriate series of
DEFINE ALIAS commands following the ASM2CMDU that reloads the catalog.

Note:  The above requirement is only for DFP 2.1 and lower. At levels DFP 2.2
and above, the ALIAS parameter is specified on the IMPORT command so
aliases are properly maintained.

■ All catalog resynchronization actions are your responsibility if (1) the reloads
generated by the Incremental Recovery process are directed to a different DASD
volume from the one originally backed up, and (2) the data sets or clusters
involved are cataloged in a catalog that resides on a different volume from the one
backed up.
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5.2.3 Job Control Statements

Sample JCL for Incremental Recovery

//EXEC ASM2INCR,PARM=REAL

//SYSUT2 DD DISP=(,CATLG,DELETE),

// UNIT=335�,

// SPACE=(TRK,(3,1),RLSE),

// DSNAME=ANYNAME2

//SYSUT1 DD DISP=(,CATLG,DELETE),

// UNIT=335�,

// SPACE=(TRK,(1,1),RLSE),

// DSNAME=ANYNAME1

 //SYSIN DD �

 $INCRCVR,CYYDDD,��:43,TSOWK1

 /�

 DD Statements

SYSUT2 Defines a temporary (passed) or permanent output file for the
$RB command produced by Incremental Recovery.

SYSUT1 (Optional.) Defines a temporary or permanent output file for
$RB commands for ICF catalogs to be incrementally
recovered. This is needed only if you are using the ICF
catalog backup feature and the volumes being recovered
contain one or more ICF catalogs.

SYSIN Defines the control statement file.

Note:  If M2INCDFG was used to restore the volume, the
data set specified by the INCRCNTL DD statement
should be specified as SYSIN (see Example 3
(M2INCDFG) on page 5-27).

 Parameters

SIMULATE Default. Lists scratch/deletes only.

REAL Executes scratch/deletes and lists results.
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 Control Statements: 

The actions of $INCRCVR can be changed and tuned using the following SYSIN
control statements. If any of these statements are specified, they must precede any
$INCRCVR control statements to which they apply.

Statement Meaning of Keyword

$EXPBKUP ON Always select the most current backup version of a data
set that is being restored.

$EXPBKUP OFF Use only versions unloaded with incremental backups to
recover a data set, and ignore any created with explicit
backups.

$SCANIPC ON (Optional) Forces subsequent $INCRCVR commands to
process the IPC sequentially, even if there is a usable
VTOC backup data set.

$SCANIPC OFF (Default) Forces subsequent $INCRCVR commands to
process the IPC directly if there is a usable VTOC
backup data set. This would be used when processing
multiple $INCRCVR commands to reset $INCRCVR
back to its default mode where a $SCANIPC ON
command had been previously issued.

$ENQTIME hhmmssth (Optional) Sets the maximum length of time to hold the
ENQ or RESERVE on the IPC and journal. This applies
to any subsequent $INCRCVR commands that
sequentially access the IPC. The default is 10 seconds.
hhmmssth is the interval value that is given to the
STIMER SVC as the DINTVL= parameter.

hh The hours value. This can be 00 through 24.

mm
The minutes value. This can be 00 through 59.

ss The seconds value. This can be 00 through 59.

th The tenths and hundredths value. This can be 00
through 99.

For example, if an enqueue time of 15 seconds was
desired, the client should code: $ENQTIME 00001500
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$FREETIME hhmmssth (Optional) Sets the minimum length of time to wait after
issuing the DEQ on the IPC and journal before attempting
the next ENQ or RESERVE. This applies to any
subsequent $INCRCVR commands that sequentially
access the IPC. The default is .25 seconds. hhmmssth is
the interval value that is given to the STIMER SVC as
the DINTVL= parameter. This is identical in format to
the $ENQTIME parameter value. For example, if a wait
time of a tenth of a second was desired, the client should
code: $FREETIME 00000010

5.2.3.1 $INCRCVR Control Statement

The $INCRVCVR control statement has one of two possible formats:

 $INCRCVR,yyddd,hh:mm,vvvvvv,nnnnnn

or

 $INCRCVR,cyyddd,hh:mm,vvvvvv,nnnnnn

where:

yyddd Is the old format of the date and always refers to 1900-1999 dates.

cyyddd Is the new format of the date and is consistent with IBM's TIME macro
format of the date. A date of 1 Jan 2000 is "100001" and 31 Dec 2000 is
100366. A date of 12/30/99 is 099364.

hh Is the hour.

mm Is the minute.

vvvvvv Is the disk volume serial number being recovered.

nnnnnn Is the optional new volume serial number. This would be used if you were
rebuilding volume vvvvvv on a different disk.

Assuming the client is attempting to rebuild disk volume PROD01 as of January 3,
2000 at 12:05, the control statement should read:

 $INCRCVR,1����3,12&COLON.�5,PROD�1

Be aware of the following $INCRCVR restrictions:

■ All control statements must begin in column 1.
■ Any place where a blank is used to separate parameters, only one blank is

allowed.
■ Commands are processed one at a time in the order in which they are specified.

For examples in coding the $INCRCVR control statement, see the examples beginning
on 5-27. ($INCRCVR, CYYDDD, HH:MM, VOLSER)
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 5.2.4 Reloading Data

The SYSUT2 output from the ASM2INCR procedure is simply a series of $RB
commands needed to restore the most recent backup copies of all data changed or
created since the last full-volume backup. If desired, you can inspect these commands
before using them as input to an ASM2CMDU procedure that does the actual reloads.

If you activated the ICF catalog backup feature, supply a SYSUT1 DD statement in
the ASM2INCR procedure. CA-ASM2 directs, to this data set, the $RB commands for
any ICF catalogs that were backed up. Process them in a separate ASM2CMDU
procedure before the $RB commands for normal data sets have been processed. The
reload of an ICF catalog automatically deletes its alias entries in the master catalog.
The alias entries must be redefined prior to the execution of $RB commands contained
in SYSUT2.

If you omit the SYSUT1 DD and CA-ASM2 encounters an ICF catalog backup from
the recovery volume, it displays a warning message and writes the catalog's $RB to
SYSUT2 in commented form.

All $RB commands generated by Incremental Recovery include the ORIGVOL and
NEWVOL parameters. NEWVOL is generated only if specified in the $INCRCVR
control statement. During a reload, these parameters govern volume selection, not the
normal information center-specified criteria defined in $OPTIONS.

Each $RB from Incremental Recovery also includes the FORCE operand that allows
the reloads to use a preexisting data set. This is needed because most of the reloads go
to existing data sets restored to a back-level version during the full-volume restore.

 Examples: 

Example 1

In this example, the user is invoking M2INCDFG with the ASM2DFGR procedure to
restore volume PROD02 that is being incrementally recovered. M2INCDFG restores
the most recent version of the volume PROD02. It then generates the control input to
the ASMINCR procedure to restore the most current versions of the data sets that were
incrementally backed up since the time of the last full-volume backup. See
M2INCDFG on page 6-36 for a complete description of M2INCDFG.

 //STEP�1� EXEC ASM2DFGR

 //INCRCNTL DD DSN=INCRCVR.CNTL,DISP=(,CATLG,DELETE)

 // UNIT=SYSDA,SPACE=(TRK,1)

 //SYSIN DD �

 RECOVER VOLUME(PROD�2)

 //STEP�2� EXEC ASM2INCR

 //SYSIN DD DSN=INCRCVR.CNTL,DISP=OLD
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Example 2

This example shows how to set up ASM2INCR to mass restore to the original target
volume (PROD01 as shown in the $INCRCVR statement). PARM=REAL is specified
to cause all SCRATCH and DELETE actions to be executed rather than simply listed.
(This must be specified because CA-ASM2 assumes PARM=SIMULATE if no PARM
is specified.)

Both a SYSUT1 and SYSUT2 DD are supplied because the volume being recovered
contains an ICF catalog and the information center is using the ICF catalog backup
option. The $RB for the ICF catalog is written to SYSUT1; those for all other data
sets or clusters are written to SYSUT2. The SYSIN control statement indicates that the
volume being recovered has been restored from a full-volume backup taken at 00:10
AM on 96.021 (January 21, 1996). Reloads are generated for all data sets or clusters
that have been incrementally backed up since that date.

// EXEC ASM2INCR,PARM=REAL

//SYSUT1 DD DSN=ANYNAME1,SPACE=(TRK,(1,1)),DISP=(,CATLG),

 // UNIT=SYSDA

//SYSUT2 DD DSN=ANYNAME2,SPACE=(TRK,(2,1)),DISP=(,CATLG),

 // UNIT=SYSDA

//SYSIN DD �

 $INCRCVR,CYYDDD,��:1�,PROD�1

 /�

Example 3

In this example, a user is requesting recovery analysis for two volumes, TSO001 and
TSO005. PARM=SIMULATE indicates SCRATCH and DELETE actions are to be
listed but not executed. (The PARM can be omitted since SIMULATE is the default.)
No SYSUT1 DD statement is provided, either because the site is not using the ICF
catalog backup option or because it is known that there are no ICF catalogs on the
volumes being recovered.

The $RB commands generated for recovery of TSO005 are directed to a different
volume, TSOWRK. This might be because the user has restored a backup of TSO005
to volume TSOWRK, retaining the different volume serial. In this case, correction of
catalog information for data sets whose catalog resides on a different volume is the
responsibility of the user.

// EXEC ASM2INCR,PARM=SIMULATE

//SYSUT2 DD DSN=ANYNAME,SPACE=(TRK,(2,1)),DISP=(,CATLG),

 // UNIT=SYSDA

//SYSIN DD �

 $INCRCVR,CYYDDD,12:3�,TSO��1

 $INCRCVR,CYYDDD,19:47,TSO��5,TSOWRK

 /�
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 5.3 Disaster Recovery

For disaster recovery situations, the Intelligent Transparent Restore (IXR) facility of
CA-ASM2 can reload both backed up and archived data. An IXR startup parameter,
BACKUPS(YES) specifies that IXR can restore the most recently unloaded backup
version and archive versions of data sets. Disaster recovery is discussed in more detail
in IXR Disaster Recovery on page 15-4 and IXR is discussed in Chapter 7,
“Intelligent Transparent Restore (IXR).”
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Chapter 6. Volume Dump-Restore - $DEFRAG

$DEFRAG is a CA-ASM2 utility that provides:

■ Full-volume or partial-volume dump
 ■ Full-volume restore
■ Selective data set restore from a full-volume dump
■ Full-volume defragmentation (consolidation of extents)
■ Data set placement for performance tuning which can be directed by

CA-FastDASD

$DEFRAG can defragment (compress) DASD volumes without using a disk-to-disk
copy function. Together with Incremental Backup, $DEFRAG provides your
information center with a complete system for backing up and restoring DASD data.

$DEFRAG works in two phases: dump and restore. The dump phase copies all or part
of a DASD volume to tape, the restore phase copies the tape back to DASD. Dump
and restore are discussed separately in the next two sections. Please read both
sections, with particular attention to parameter descriptions, before you set up a
$DEFRAG run. This is important because the parameter values you choose for the
dump can limit what is possible in the restore. For an example, read the following
description of defragmentation.
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 6.1 Using $DEFRAG

$DEFRAG has three uses:

 1. Defragmentation

By default $DEFRAG defragments a volume when backing it up, rearranging data
sets and consolidating extents to produce a volume with the largest possible free
space areas. The restore phase can then reload the volume in either defragmented
or original form unless the NOCOMPRESS parameter overrides the default in the
dump phase. If you use NOCOMPRESS during the dump phase, $DEFRAG can
restore the volume only in its original form.

For optimum DASD performance with very little effort, you can execute
$DEFRAG with the data set placement (DSP) option. The DSP option allows
control statements contained in the DSP library to direct the placement of data sets
on specified volumes during a defragmentation run. You may supply control
statements to direct the placement of data sets directly to the DSP library using
the TSO ISPF editor with STATS ON.

In addition, if your information center has CA-FastDASD, you can direct
CA-FastDASD (a DASD performance tool) to determine optimum placement of
data sets and furnish this information to the DSP library. For further information
on data set placement, see Data Set Placement on page 6-41.

 2. Full-volume Dump/Restore

Used as a full-volume dump/restore utility (in other words, without the
defragmentation option), $DEFRAG can dump an entire DASD volume and then
restore it in its original format. The CA-ASM2 Stand-Alone Restore facility uses
the full-volume dumps made by $DEFRAG (see 15-5).

 3. Partial-volume Dump/Restore

Used as a partial-volume dump/restore utility, $DEFRAG can dump and restore
non-VSAM and ICF VSAM data sets on an individual or prefix basis. It can also
restore parts of data sets on a relative-track-within-data-set or CCHH basis, if the
data sets have not changed location on the volume.
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 6.1.1 Security Considerations

To ensure against unauthorized access to dump tape volumes, your information center
should password-protect these volumes.

$DEFRAG prompts the operator for yes or no authorization to restore a DASD
volume.

The password status bits in the DSCBs are unloaded undisturbed by the dump
function. A subsequent restore loads the password-protected data sets with these bits
unchanged. (The system prints a message indicating that a password-protected data set
has been restored.) Any changes in the password environment since the dump are not
reflected in the restored data sets.

Similarly, the restore of volumes with RACF-protected data sets do not alter the RACF
status of these data sets. (The system prints a message indicating that a
RACF-protected data set has been restored.) Any modifications to their status are not
reflected in the restored data sets.

Because CA-ACF2 does not store security information in the DSCB, any security
changes made through CA-ACF2 is in effect after a restore. Your information center
can use CA-ACF2 facilities to restrict the execution of $DEFRAG to specific users.

6.1.2 Shared DASD Considerations

$DEFRAG issues a RESERVE against the VTOC data set of the source disk volume
during a dump, and of the receiving disk volume during a restore. The RESERVE
prevents deleting old data sets and allocating any new data sets on the volume. Also,
in the case of shared DASD, the RESERVE prevents access by alternate CPUs. The
RESERVE lasts for the entire dump or restore operation. The timing of dumps and
restores is important; also, careful planning is important for shared DASD. A TEST
execute parameter is available for inhibiting the RESERVE if absolutely necessary (see
test on page 6-16 for more information).

 Caution 

Exercise extreme care when moving the VTOC, VTOC index, or the VVDS
(VSAM Volume Data Set) and catalogs when using $DEFRAG on a shared DASD
volume. This includes use of the CENTER or VTOCX parameters described later
in Volume Restore on page 6-22 and the Data Set Placement option described in
Data Set Placement on page 6-41.

It is strongly recommended that when any of these data sets are moved on a shared
DASD volume, you vary the volume offline to the other systems, and when
finished, vary the volume online and mount it on the alternate sharing systems so
the alternate systems can locate these data sets. In a System Managed Storage
(SMS) environment, you can use the VARY command to disable a volume on
shared processors.
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6.1.3 SMS (System Managed Storage) Volumes

$DEFRAG supports SMS volumes in the following areas:

■ In case of a volume failure, $DEFRAG can perform a full-volume restore for a
previously dumped, compress or no compress, full volume. This can be done
online or in a Stand-Alone-Restore mode (see 15-5).

■ The placement of data sets on a volume may be rearranged with the Data Set
Placement option as directed by CA-FastDASD or by your information center.
This involves doing a full-volume dump, compress mode with placement
information through the ASM2DSP data set, followed by a full-volume restore.
See Data Set Placement on page 6-41 for more information.

■ A free space defragmentation may be performed by doing a full-volume dump,
compress mode, followed by a full-volume restore.

■ ICF VSAM and non-VSAM data sets from either SMS or non-SMS dumped
volumes can be selectively restored to an SMS volume. For non-SMS dumped
volumes, you must supply SMS class information on the data set selection SYSIN
statements.

6.1.4 Open Data Sets

When $DEFRAG is about to dump all or part of a volume to tape, it checks data sets
and catalogs on the volume to be dumped to determine if any are open. Likewise,
when $DEFRAG is about to restore all or part of a volume to disk, it checks the data
sets and catalogs on the receiving volume to determine if any of them are open. If a
data set or catalog is open, $DEFRAG issues a warning message with a return code (4
for a dump, 4 or 8 for a restore). For a restore, or a dump with ONESTEP, the
message is followed by a prompt to the operator. The operator can continue, retry, or
cancel. Full details are furnished with the messages and explanations in the CA-ASM2
Message Guide.

 6.1.5 Open Catalogs

During a dump operation, $DEFRAG checks the catalogs of the volume being dumped
to determine if any catalogs are open. If so, $DEFRAG treats them as unmovable
during the dump.

During a restore operation, when $DEFRAG finds an open catalog, it prompts the
operator and the system follows the operator's instructions. If the operator allows the
restore to continue and the catalog was moved during the dump, there is a problem
after the restore is finished since the open catalog is no longer where the system
expects it to be. Varying the volume offline, then online, and remounting it may
correct the problem if no catalog modifications were made. Newer versions of MVS
support the MODIFY CATALOG command. You can use LIST to see what catalogs
are allocated and UNALLOCATE to get a specific catalog unallocated.
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 6.1.6 Indexed VTOCs

$DEFRAG can invoke the IBM utility ICKDSF to unindex and reindex a volume that
contains a VTOCIX (VTOC index) data set. This can occur during the dump phase of
a one-step compression, and during the restore phase of most $DEFRAG runs
compression or full-volume restore.

In the dump phase, if the volume to be compressed has a VTOCIX and the execute
statement that calls $DEFRAG includes the ONESTEP parameter, $DEFRAG calls
ICKDSF to unindex the VTOC before dumping the volume to tape. (See ONESTEP
on page 6-15 for a description.) (For SMS volumes, $DEFRAG cannot use ICKDSF
to unindex the volume. It uses another method to disable the index before the restore
operation begins.) Unindexing is needed because the original index does not reflect
the later arrangement of extents on the compressed volume. After compression,
reindexing the VTOC on disk is automatic.

For full-volume, if the receiving volume has a VTOC with an index, $DEFRAG calls
ICKDSF to unindex the VTOC before the restore. (For SMS volumes, see the
previous statement about ONESTEP processing.) This is done because the volume to
be restored from tape may differ in contents from the receiving volume. The receiving
volume may not be the dumped volume (the disk volume that was backed up in the
first place). Even if the receiving volume is the dumped volume, it may still differ
from the volume to be restored - either because the dumped volume was updated since
the backup, or because the restored volume is defragmented. (In a one-step
defragmentation, the receiving volume need not be unindexed before the restore. The
receiving volume in this case is the dumped volume, which was unindexed before the
dump, as described in the previous paragraph. And during this one-step operation the
dumped volume is reserved, so it cannot be updated between the time the VTOC is
unindexed and the time the defragmented volume is restored.)

After the restore, if the restored volume has a valid VTOC index, $DEFRAG calls
ICKDSF to reindex the VTOC; this applies to all restores, including one-step
defragmentations. Sometimes the restored volume has an OSVTOC (unindexed VTOC)
yet still contains a VTOC index data set, no longer valid. This means the index bit in
the VTOC data set was reset to zero. (This situation must have arisen before the
volume was dumped.) In this case, $DEFRAG cannot reindex the restored volume
unless you included REINDEX in the execute statement that called $DEFRAG. (See
REINDEX on page 6-26 for a description.)

Note:  No compress (NOCOMP) restores of volumes that contained a valid VTOCIX
are not reindexed when the restore completes. You must vary the volume
offline and then remount it for the operating system to know about VTOC
indexing after the restore is finished.

When a volume with a VTOCIX resides on a shared DASD system, the
VTOCIX may be disabled by the alternate sharing system. To keep this from
occurring, vary the volume offline, vary online and remount the volume on the
alternate system after running $DEFRAG.
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 6.1.7 Catalog Processing

Except as discussed in Selective Restore of ICF VSAM on page 6-32 and in this
section, $DEFRAG restores (full-volume or selective) do not update any parts of the
catalog structure that reside on other than the receiving volume. And for the receiving
volume, it only restores the information that was unloaded during the dump operation.

Selective restores of non-VSAM data sets to SMS volumes normally invoke IDCAMS
to do Define Non-VSAM Recatalog processing since SMS data sets are cataloged data
sets. This may be overridden by using *SELECT controls.

6-6 System Reference Guide



6.1 Using $DEFRAG

 6.2 Volume Dump

In the dump phase, $DEFRAG copies the DASD volume to tape. Dump operates in
one of three modes:

■ Full-volume dump, compression option (default)
Copies the volume to tape in compressed (defragmented) format, consolidating
each data set's extents into one contiguous extent and relocating the data sets so
that free space extents are combined into the fewest in number and largest in size.
$DEFRAG can restore the volume in either compressed or original format.

■ Full-volume dump, NOCOMPRESS option
Copies the volume to tape exactly as is (it attempts no compression). A later
restore can only recreate the volume in its original format.

 ■ Partial-volume dump
Dumps data sets on an individual or prefix basis. You define SYSIN statements
and indicate selected data sets in a *SELECT control statement.

 6.2.1 Full-Volume Dump

$DEFRAG dumps a volume when the input DD SYSUT1 defines a disk volume and
SYSUT2 defines a tape volume.

When you want CA-ASM2 to build IPC records for each data set dumped by
$DEFRAG, specify the ASM2 parameter on the execute statement. When it completes
a full-volume dump, it creates a $DEFRAG Volume Record (DVR), and then writes
the DVR to the IPC. The DVR describes the date and time of the volume backup and
lists the media type and VOLSERs of all tapes created. $DEFRAG does not create a
DVR for partial-volume dumps.

The tapes produced by $DEFRAG are in standard label format and the listing
produced during the unload indicates the tape VOLSER and tape file sequence number
to which the data set was unloaded. The original VOLSER should not be part of the
file-1 data set name on a $DEFRAG full-volume dump duplexed tape (see Tape
Duplexing Utility - $COPYTP on page 14-9 for more information).

$DEFRAG does not alter or relocate the following data sets during a compression run:

■ Any ISAM data set
■ Any non-ICF VSAM object
■ Any ABSTR-allocated data set
■ Any data set marked unmovable (DSORG=...U) in its DSCB
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6.2.2 Logically Unmovable Data Sets

You can mark the following data sets as logically unmovable:

■ Any ICF VSAM object.

■ Any data set resident under the fixed-head portion of a 3350 device, whether the
device is in native or compatibility mode.

■ Any data set specifically named (in $DEFRAG input) as being logically
unmovable. This feature is important if you have data sets that are not marked
unmovable in the DSCB, but in fact must not be moved. It is also quite useful if
you have placed data sets in specific locations for performance reasons and want
to make certain they stay there.

Please read Logically Ignorable Data Sets on page 6-23 for more information.

6.2.3 Job Control Statement

The following JCL is for either a full-volume or partial-volume dump:

//stepname EXEC PGM=$DEFRAG,PARM='parameters'

 //SYSPRINT DD print-description

 //SYSUT1 DD DASD-description

 //SYSUT2 DD tape-description

 //DSFIN DD UNIT=SYSDA,SPACE=(TRK,1)

 //DSFPRINT DD SYSOUT=A

 //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

 -optional-

 //ASM2DSP DD DSN=CAI.FASTDASD.ASM2DSP,DISP=SHR

 -optional-

 //SYSLOG DD log-description

-optional-

 //SYSUNMOV DD input-description

-optional-

 //SYSUT3 DD card-image-description

 //SYSIN DD input-description

-optional (required with parameter ASM2 or SU6�DISK)-

 //SYSUT4 DD name-of-work-dataset-for-vtoc

 //ARCLOG DD name-of-timelog-dataset

 //ASM2INCR DD name-of-incr-dataset

 //LOXXX DD name-of-loxxx-dataset

 //TAPEPOOL DD name-of-backup-tapepool

 //ASM2IPC DD name-of-IPC
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 DD Statements

SYSPRINT Required. Defines the $DEEFRAG message output data set. It
may be any sequential data set, PDS member, or the output
stream (SYSOUT=A).

SYSUT1 Required. Defines the disk volume to be dumped. It can be
any combination of JCL parameters that points to the specific
volume being dumped.

SYSUT2 Required. Describes the tape device to be used as the target
for the dump. If the execute statement includes the parameters
ASM2 and CATALOG, the SYSUT2 DD statement (rather
than the CA-ASM2 user exit $NTEXIT) must supply the data
set name that $DEFRAG writes to file-1 of the dump tape as
an internal tape label.

Note:  It is recommended that you always include the DSFIN and DSFPRINT DD
statements. They are required if (1) the volume to be dumped includes an
indexed VTOC, and (2) the $DEFRAG execute statement includes the
ONESTEP parameter.

DSFIN Defines a workfile used by $DEFRAG when a volume
containing a VTOC index is unloaded.

DSFPRINT Defines a sequential message data set written to when a
volume containing a VTOC index is unloaded.

ISPMLIB Defines the CA-ASM2 message library.

ASM2DSP Optional. Specifies the data set placement (DSP) library is to
be referenced for the placement of data sets during a
defragmentation. (See Data Set Placement on page 6-41 for
further information.)

SYSLOG Optional. Describes a data set to be used for log information.
If this statement is supplied, $DEFRAG writes one 124-byte
record of the following format for each data set dumped:

Bytes Length Description

 1-44 44 Name of data set dumped

46-51 6 VOLSER of source DASD volume

53-58 6 VOLSER of dump tape

6�-67 8 Date of dump (MM/DD/YY)

69-76 8 Time of dump (HH:MM:SS)

81-124 44 Data set name of tape data set

This information can be saved in a database, so that individual
data set restores can be done at a later date (see Volume
Restore on page 6-22 for further information on individual
data set restores).

SYSUNMOV Optional. Describes a card-image data set containing a list of
data set names to be considered unmovable, each starting in
column 1. The limit is 50 records. If these data sets are
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present on the volume being dumped, $DEFRAG treats them
as unmovable, regardless of the information contained in their
DSCBs. This is useful only on full-volume compression runs.

When using the data set placement (DSP) option, it is
recommended that you use the DSP library, ASM2DSP, with
DSN(..) CCHH(ASIS) instead of using the SYSUNMOV DD
statement. It is more convenient for you to use the DSP
library to consolidate the requirements for all of your volumes
into a single data set.

When using $DEFRAG with the DSP option, you may specify
the SYSUNMOV DD statement and ASM2DSP DD statement
in the same execution, but a conflict message occurs if the
same data set name is specified as unmovable in the
SYSUNMOV DD statement and as movable in the ASM2DSP
DD statement. The SYSUNMOV specification takes
precedence and the system considers the data set unmovable.
This may cause $DEFRAG to abend with U0101, indicating it
encountered data sets with overlapping extents. See Data Set
Placement on page 6-41 for further information on the DSP
option.

SYSUT3 Optional. Specifies a temporary data set used to store the
SYSIN data for further processing. It need only be one or two
tracks in size. If SYSIN is supplied, you must specify
SYSUT3.

SYSIN Optional. Specifies a data set containing a list of data set
names and prefixes to be dumped. The first record must
contain *SELECT beginning in column 1. Each succeeding
record must contain a data set name or prefix, beginning in
column 1. When this DD is present and specifies a select list,
$DEFRAG performs a partial dump and does not update or
create a DVR.

SYSUT4 Optional. Specifies a temporary work data set to hold the
VTOC of the dumped volume, if the ASM2 or SU60DISK
parameter is used. Make sure the data set is big enough. The
other DD statements (ARCLOG, ASM2INCR, LOXXX, and
TAPEPOOL) must be present.

ARCLOG Optional. Specifies an archive job log data set. Log entries are
built to describe the DASD volume processed.

ASM2INCR Optional. Specifies a data set reserved for $DEFRAG runs.
The INCR file contains IPC records and the DSCBs associated
with each unloaded data set. This is the main input to step
MERGE50.

LOXXX Optional. Specifies a data set reserved for $DEFRAG runs.
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TAPEPOOL Optional. If the ASM2 $DEFRAG dump parameter is
specified and CA-ASM2 tape pooling is activated in
$OPTIONS, it specifies the tape pool to be used to obtain
tapes for $DEFRAG runs. This can be the same pool as the
backup tape pool or you can create a new $DEFRAG tape
pool.

ASM2IPC By default $DEFRAG updates the IPC with a $DEFRAG
volume record (DVR) reflecting the latest backup of a volume
for the ASM2INCR incremental recovery process. If a
full-volume backup run is producing backup tapes for off-site
storage or disaster recovery and they are not candidates for
incremental recovery, a //ASM2IPC DD DUMMY statement
should be included. This causes $DEFRAG to not add a DVR
record to the IPC.
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6.2.4 $DEFRAG Dump Parameters

You can specify the following parameters in the parameter field of the execute
statement that invokes $DEFRAG:

 $OPTLVL(x)

 ASM2

 CATALOG

 CENTER

 CONDCOMP

 MOVECTLG

 NOABSTR

NOCOMP or NOCOMPRESS

 NODATACOMP

 NODFEF/NOICF

 NOEFCAT/NOICAT

 NOLSTAR

 ONESTEP

 SORT

 SU6�DISK

 SU6�DUMP

 TEST

 VTOCX(nn,mm)

 Parameter Descriptions

$OPTLVL(x)

This parameter controls the level of I/O optimization to be used during
full-volume dumps. The x specifies the I/O optimization level:

 $OPTLVL Tracks Read Real Storage

 Per EXCP Required

 1 1 22�K

 2 2 424K

 3 5 1�44K

 4 (default) 8 1666K

 5 15 31��K

The I/O optimization level is a numeric value from one to five. A one represents
the lowest I/O optimization, which offers the lowest throughput but requires the
least amount of machine resources. A five represents the highest I/O optimization,
which offers the best throughput but requires the most machine resources. The
default for $DEFRAG is four. This parameter allows your information center to
select an optimization level that balances elapsed time requirements with resource
availability.

ASM2

This parameter tells $DEFRAG to run in ASM2 mode; this means, interface with
the IPC and build IPC records for all unloaded data sets. Use this parameter when
executing the $DEFRAG volume backup procedure, ASM2VOLB. This parameter
and ONESTEP are mutually exclusive (ASM2VOLB does not work with
ONESTEP).
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Each volume-dump tape created by $DEFRAG is standard-label, with a data set
name in tape file-1. This name is normally supplied by the CA-ASM2 user exit
$NTEXIT, invoked in the DEFRAG30 step of ASM2VOLB. ($NTEXIT is
described in the CA-ASM2 Planning Guide.) If the execute statement that invokes
$DEFRAG includes the CATALOG parameter, the data set name is supplied by
the SYSUT2 statement in the DEFRAG30 step.

Note:  Before executing with this parameter you must preallocate a temporary
data set with ddname SYSUT4.

CATALOG

This parameter is only meaningful in ASM2 mode. It allows you to use
Generation Data Set (GDS) names (or any other data set names besides the
standard ones from $NTEXIT) as internal labels on CA-ASM2 volume-dump
tapes.

CATALOG tells $DEFRAG to take the data set name for a dump tape from the
DEFRAG30 step of the ASM2VOLB procedure. (See $DEFRAG Backup
Procedure on page 6-17 for a description of this procedure). $DEFRAG writes
the name to file-1 of the tape, then adds it to the IPC. The advantage of using this
method, and especially of using GDS names, is that successive backups of the
same DASD volume can be easily distinguished, both in the IPC and in the file-1
tape labels.

The tape data set name is specified using the DSN parameter in the SYSUT2 DD
statement in DEFRAG30. For example:

//SYSUT2 DD DSN=GDG(+1),DISP=(NEW,KEEP)

CA-ASM2 catalogs the data set name when $DEFRAG terminates, at the end of
the DEFRAG30 step. If the name was already cataloged, because the disposition
of the SYSUT2 statement included CATLG, a NOTCAT 2 condition results. That
is why the example shows DISP=(NEW,KEEP).

Later in the same job, a job step to restore the volume would work if it included a
catalog reference such as:

//SYSUT1 DD DSN=GDG(+1),DISP=OLD

CENTER

This parameter places the system-related data sets (VTOC, VTOC index, VVDS,
SYSCTLG, ICF catalog data sets) about one-third to one-half the way into the
volume. CENTER is valid only during a compression or CONDCOMP run. If the
centering algorithm fails because of unmovable data sets or other problem,
$DEFRAG still tries to do the compress and issues a return code of 1. This
parameter is especially useful for freely allocated volumes such as TSO and other
user volumes.
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Note:  Read the caution under Shared DASD Considerations on page 6-3 when
using this parameter with shared DASD volumes. Also see Data Set
Placement on page 6-41 and DSN(---VTOC---) on page 6-43.

CONDCOMP

This parameter tells $DEFRAG this is a conditional compression run. $DEFRAG
attempts to dump in compressed format. If that fails, $DEFRAG dumps in
NOCOMPRESS format. If a NOCOMP dump is produced as a result of the
CONDCOMP parameter, $DEFRAG completes with a return code of 2.

MOVECTLG

This parameter tells $DEFRAG that if it finds a SYSCTLG data set on the input
volume, $DEFRAG is to move it adjacent to the VTOC if possible. If
MOVECTLG is not specified, the system treats SYSCTLG as unmovable. This
operand is operative only during compression processing.

NOABSTR

This parameter tells $DEFRAG that data sets allocated using the ABSTR operand
of the SPACE keyword are not to be treated as logically unmovable. This allows
$DEFRAG to relocate them during a compression run.

NOCOMP or NOCOMPRESS

This parameter tells $DEFRAG this is not a compression (defragmentation) run,
so the volume as dumped to tape must look exactly like the volume on DASD.

NODATACOMP

This parameter turns off data compression to tape. If this parameter is not
specified, data unloaded to tape is compressed.

Note:  When this parameter is not specified, due to the data being compressed,
$DEFRAG from Version 4.0 is not able to reload any data from the tape
created by Version 4.2 $DEFRAG.

NODFEF/NOICF

This parameter tells $DEFRAG to treat ICF VSAM data sets as logically
unmovable. This parameter overrides the default that ICF VSAM objects are
relocated during a compression run.

Note:  If this parameter is not specified and ICF VSAM objects are relocated,
$DEFRAG updates the VVDS (VSAM Volume Data Set) to reflect the
new extent information for these data sets during full-volume restores.

NOEFCAT/NOICAT

This parameter tells $DEFRAG to treat only the ICF catalogs as logically
unmovable. This parameter is meaningless if NODFEF/NOICF is specified.

NOLSTAR

This parameter forces dumping of all allocated space for PS and PO data sets on a
compression run. The default, which this parameter overrides, is to dump only
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used space and not all allocated space. To turn this feature on and off selectively,
use the $PDMUEXT exit in $PDM.

ONESTEP

This parameter tells $DEFRAG to do a compression run in one step. Once $PDM
has reserved the VTOC for a volume, $PDM can dump the volume, compress
(defragment) the extents, and reload the volume while the reserve is still
outstanding. This parameter does not work in ASM2 mode (see the ASM2
parameter). Also, the $DEFRAG backup procedure, ASM2VOLB, does not work
with the ONESTEP parameter; ASM2VOLB runs in ASM2 mode. This parameter
cannot be used if data sets are OPEN. Using this parameter when data sets are
OPEN results in CC=04 in the unload which prevents a successful reload.

SORT

This parameter establishes the default placement order for data set dump/restore.
SORT causes $DEFRAG to dump/restore data sets in descending data set size
sequence; that is, the largest first. NOSORT preserves the original order in which
the data sets resided on the volume. The default is NOSORT.

SU60DISK

This parameter tells $DEFRAG, after it backs up a volume, to turn off the SU60
bits in the Format-1 DSCBs of all the non-VSAM data sets it backed up. With
their SU60 change bits off, non-VSAM data sets are not backed up unnecessarily
by an incremental backup. After the $DEFRAG backup, at the end of the data set
dump messages, you can find a list of the names of every data set whose change
bit was turned off (message DFG0096I).

Note:  Before executing with the SU60DISK parameter, you must preallocate a
temporary data set with ddname SYSUT4.

When $DEFRAG backs up a changed VSAM cluster, SU60DISK does not turn
off the change bit. Leaving it turned on means that the cluster is backed up
incrementally at the first opportunity.

Note:  SU60DISK and SU60DUMP are normally used together.

SU60DUMP

This parameter tells $DEFRAG to turn off the SU60 bit on the tape copy of every
data set it backs up except a VSAM cluster. That way, if $DEFRAG restores a
non-VSAM data set, its SU60 bit is off and it appears as an unmodified data set.
The tape copy of a VSAM cluster, on the other hand, retains the same change-bit
setting it had before $DEFRAG backed it up, just as the original on disk does (see
SU60DISK, above). The reason SU60DUMP does not turn off the change bit for a
VSAM cluster on tape is so the one on tape and the one on disk are initially the
same.

Note:  SU60DUMP and SU60DISK are normally used together.
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TEST

This parameter tells $DEFRAG not to do a device RESERVE on the DASD
source volume. Use this option only for testing, as $DEFRAG cannot
guarantee volume integrity without the RESERVE.

VTOCX(nn,mm)

This parameter expands the size of the VTOC by the number of tracks specified
by nn, and the size of the VTOC index by the number of tracks specified by mm.
The mm is not required if the VTOC index does not need expanding. VTOCX is
valid only on a compression or CONDCOMP run. The expanded VTOC ends on a
cylinder boundary to take advantage of multitrack search operations. If it cannot
expand the VTOC or VTOC index, $DEFRAG issues a return code of 1.

You can specify this parameter with the CENTER parameter, but if $DEFRAG
cannot center the system-related data sets, it does not expand the VTOC or VTOC
index either. However, VTOCX still works without CENTER.

Note:  Read the caution under Shared DASD Considerations on page 6-3 when
using this parameter with shared DASD volumes. Also see Data Set
Placement on page 6-41.

 6.2.5 Partial-Volume Dump

$DEFRAG allows you to dump data sets on an individual or prefix basis by including
a SYSIN DD statement in a dump run and specifying the partial dump information as
control input.

 Control Statements: 

Partial-volume dump is invoked by the presence of SYSIN, a card-image input file that
contains partial-volume dump information. The first SYSIN record must contain
*SELECT, starting in column 1. Following *SELECT you may specify any, all, or any
number of the following format records, beginning in column 1:

 �SELECT

 dsname

 prefix.

Keyword Description

dsname Specifies dump the named data set.

prefix. Specifies dump all data sets having the specified prefix. (A
prefix is one or more nodes; note the trailing period.)
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6.2.6 $DEFRAG Backup Procedure - ASM2VOLB

For full-volume backups, execute $DEFRAG with the ASM2VOLB procedure. Run
this procedure only in ASM2 mode (with the ASM2 parameter and without the
ONESTEP parameter).

The ASM2VOLB procedure consists of three steps:

1. DEFRAG30 This step executes $DEFRAG with an ASM2 parameter to
perform the dump and activate the IPC interface. The
DEFRAG30 step creates an incremental (INCR) file to which
it writes IPC records for the unloaded data sets. It also writes
Format 1, Format 2, and Format 3 DSCBs associated with the
data set to the IPC.

2. MERGE50 This step merges the INCR file created by the DEFRAG30
step into the IPC. $CATMRG replaces $MNTMON as the
driving program for this step. (See IPC Update Utility -
$CATMRG on page 13-26 for more information.)

3. TPBKUP70 Optional. This step creates a duplicate copy of the $DEFRAG
volume backup tapes. $COPYTP is the driving program for
this step. (See Tape Duplexing Utility - $COPYTP on
page 14-9 for more information.)

Note:  When running ASM2VOLB you can specify more parameters to $DEFRAG
than fit on one line. Since JCL symbolic parameters cannot be continued on a
subsequent line, you would need to override the PARM= on the EXEC
ASM2VOLB statement. If you code

//STEP1 EXEC ASM2VOLB,PARM='...'

the PARM= overrides the PARM= for the DEFRAG30 step but it also sets all
PARM= in the rest of the cataloged procedure to null. This causes the
DEFRAG30 step to function as expected, but the MERGE50 step fails because
$CATMRG has had its PARM= nullified so it issues the ASMCM030 error
message indicating the length of the PARM= value is invalid.

To correct the problem, you should specify the PARM= override as

//STEP1 EXEC ASM2VOLB,PARM.DEFRAG3�='...'

which overrides the $DEFRAG parameters as desired and leaves the PARM=
values in the rest of the cataloged procedure intact.
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Job Control Statement:  

Sample JCL for a full-volume backup follows:

//ASM2VOLB PROC DUMPVOL=,DFGPARM='',CONDCOMP'',

 // TPDISP2=KEEP,

 // RUNID=,IDX='SYS2.ASM2',

 // TPUNIT=TAPE,DUPUNIT=TAPE

//DEFRAG3� EXEC PGM=$DEFRAG,REGION=4�96K,

 // PARM=''ASM2&DFGPARM''

 //ARCLOG DD DSN=&IDX..BKUP.ARCLOG&RUNID

 // DISP=SHR

 //LOXXX DD DSN=&IDX,,BKUP.DEFRAG.LOUSER&RUNID,

 // DISP=OLD

//ASM2INCR DD DSN=&IDX..BKUP.DEFRAG.INCR&RUNID,

 // DISP=OLD

 //SYSUT1 DD UNIT=SYSALLDA,

 // DISP=OLD

 // VOL=SER=&DUMPVOL

 //SYSUT2 DD UNIT=(&TPUNIT,,DEFER),

 // LABEL=(,SL),

 // DSN=VOLB&RUNID,

 // DISP=(NEW,&TPDISP2)

//SYSPRINT DD SYSOUT=(�)

 // DCB=(BLKSIZE=133,RECFM=VA)

//TAPEPOOL DD DSN=&IDX..BKUP.$TAPPOOL,

 // DISP=SHR

//SYSUDUMP DD SYSOUT=(�)

//ABNLDUMP DD DUMMY

 //SYSUT3 DD UNIT=SYSDA,SPACE=(TRK,(1,1)),

 // DCB=(RECFM=FB,LRECL=8�,BLKSIZE=616�)

 //SYSUT4 DD UNIT=SYSDA

 // SPACE=(TRK,(1,1))

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //�

 //MERGE5� EXEC PGM=$CATMRG,PARM='FVOL,SYSID=',

 // COND=(4�,EQ,DEFRAG3�)

 //REPORT DD SYSOUT=(�)

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

//SYSPRINT DD SYSOUT=(�)

 // DCB=(BLKSIZE=133,RECFM=FA)

//ASM2INCR DD DSN=&IDX..BKUP.DEFRAG.INCR&RUNID,

 // DISP=OLD
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 //���������������������������������������������������������

//� THE FOLLOWING STEP MAY BE OMITTED IF TAPE DUPLEXING �

//� OF BACKUP TAPES DEEMED UNNECESSARY. MOST USERS FEEL �

//� THIS WAY SINCE NO DATA HAS BEEN REMOVED FROM DISK �

 //����������������������������������������������������������

//TPBKUP7� EXEC PGM=$COPYTP,

 // COND=(�,LT,DEFRAG3�)

 //ARCLOG DD DSN=&IDX..BKUP.DFRAG.LOUSER&RUNID

 // DISP=OLD

 //LOXXX DD DSN=&IDX..BKUP.DEFRAG.LOUSER&RUNID,

 // DISP=OLD

 //PRINT DD SYSOUT=(�),

 // DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8�)

//ERRPRINT DD SYSOUT=(�),

 // DCB=(RECFM=FA,BLKSIZE=133)

//SYSPRINT DD SYSOUT=(�),

 // DCB=(RECFM=FA,BLKSIZE=133)

 //SYSDUMP DD SYSOUT=(�)

//ABNLDUMP DD DUMMY

 //INTAPE DD DSN=INTAPE,

 // DISP=SHR,

 // VOL=SHR=VOLB&RUNID,

 // LABEL=(1,SL),UNIT=(&TPUNIT,,DEFER),

 //OUTAPE DD DISP=(NEW,KEEP),

 // UNIT=(&DUPUNIT,,DEFER),

 // LABEL=(1,SL)

//TAPEPOOL DD DSN=&IDX..BKUP.$TAPPOOL,

 // DISP=SHR

 //ISPMLIB DD DISP=SYS2.ASM2.CAIISPM

 //�

 DD Statements: 

The following DD statements in the DEFRAG30 step reflect a full-volume backup run:

ARCLOG References the same archive job log data set as other backup
runs (BKUP.ARCLOG). A VB (Volume Backup) record
containing a volume ID and time stamp is written to the
ARCLOG data set. You can browse the VB record for a
volume to determine when it was last backed up.

LOXXX References a data set reserved for $DEFRAG runs
(BKUP.DEFRAG.LOUSER). $DEFRAG always forces a new
tape to begin each dump. The tapes that are used during the
dumps are recorded in this file. This is an input file to the
TPBKUP70 step.

ASM2INCR References a data set reserved for $DEFRAG runs
(BKUP.DEFRAG.INCR) and contains the data set entries to
be updated in the IPC.

TAPEPOOL Identifies the tape pool being used to obtain tapes for
$DEFRAG runs. This can be the same pool as the backup tape
pool or you can create a new $DEFRAG tape pool.
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SYSUT1 Defines the tape device to be used as the source for the
backup.

SYSUT2 Describes the target DASD volume for the backup. It may be
any combination of JCL parameters that points to the specific
volume to which the data is being backed up.

SYSUT3 Specifies a temporary data set used to store the SYSIN data
for further processing. It need only be one or two tracks in
size.

SYSUT4 Specifies the name of a temporary data set that must be
allocated to hold the VTOC of the dumped volume, when
either the ASM2 or SU60DISK parameter is included.

SYSOUT When option SORT is used, this ddname may be used by the
installation batch sort to print related messages.

ISPMLIB Defines the CA-ASM2 message library.

Note:  When the output from a $CI command lists data sets backed up with the
ASM2VOLB procedure, it shows the reason for unloading those data sets as
VOLBKU.

6.2.7 Examples - Volume Dump

Example 1

This example illustrates a full dump of a 3390 volume. The DASD volume serial
DISK01 is dumped to tape.

 // job statement

  //DFGDUMP EXEC PGM=$DEFRAG

//SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DISP=OLD,UNIT=339�,VOL=SER=DISK�1

  //SYSUT2 DD DISP=(,KEEP),UNIT=TAPE,VOL=SER=(TAPE�1,TAPE�2,TAPE�3)

  // LABEL=(,SL),DSN=BACKUP.DISK�1

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //

6-20 System Reference Guide



6.2 Volume Dump

Example 2

This example illustrates a full dump of a 3390 volume.

 // job statement

  //DFGDUMP EXEC PGM=$DEFRAG

  //SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DISP=OLD,UNIT=339�,VOL=SER=DISK�2

  //SYSUT2 DD DISP=(NEW,CATLG),UNIT=(TAPE,,DEFER),

  // DSN=BACKUP.DISK�2.DATA

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSLOG DD DISP=(,CATLG),UNIT=DISK,

  // VOL=SER=WRK111,SPACE=(TRK,(1,5),RLSE),

  // DSN=BACKUP.DISK�2.LOG,

  // DCB=(LRECL=124,BLKSIZE=62��,RECFM=FB)

Example 3

This example illustrates a one-step defragmentation run with two data sets marked
unmovable and treated as logically ignorable.

 // job statement

  //DFGDUMP EXEC PGM=$DEFRAG,PARM=ONESTEP

  //SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DISP=OLD,UNIT=339�,VOL=SER=DISK�3

  //SYSUT2 DD DISP=(NEW,CATLG),UNIT=(TAPE,,DEFER),

  // DSN=BACKUP.DISK�3.DATA

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSUNMOV DD �

  PROD.DATABASE

  PROD.IMS.DATABASE

  /�

  //SYSIGNOR DD �

  PROD.DATABASE

  PROD.IMS.DATABASE

  /�

  //
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 6.3 Volume Restore

In the restore phase, $DEFRAG copies the tape volume to DASD. Restore operates in
one of three modes:

■ Full volume restore, compression option
Restores the volume with free space consolidated. This can be done only from a
tape that was dumped with the (default) compression option.

■ Full-volume restore, NOCOMPRESS option
Restores the volume leaving the data sets in the same configuration as when
dumped. This can be done from any $DEFRAG full-volume dump tape.

■ Partial, or selective, restore
Restores only selected data sets, tracks, or CCHH basis. This can be done from
any dump tape that contains the data sets or tracks to be restored.

Note:  During a full-volume restore, $DEFRAG places a temporary VTOC on the
volume so that data areas that have not been restored yet cannot be
inadvertently accessed. At the successful completion of the restore process,
$DEFRAG puts the real VTOC back. The 'VTOC._' special dsnames allow
$DEFRAG to bring back the appropriate (real) VTOC in case the full restore
did not complete successfully. This allows access to the data that had been
restored before the failure. The VTOC still contains entries for the data sets
that have not yet been restored.

 6.3.1 Full-Volume Restore

The utility program, M2INCDFG, automates the restoring of DASD volumes from
full-volume dumps performed by $DEFRAG. See M2INCDFG on page 6-36 for a
description of this utility with sample JCL and examples.

Any volume being restored must be online.

$DEFRAG does not alter the volume serial of any target volume.

$DEFRAG rewrites the VTOC in its original location during a full-volume restore
(unless you specified the CENTER or VTOCX parameter) or placed the VTOC by
using the data set placement feature (see Data Set Placement on page 6-41). If the
existing VTOC is not in the same location, $DEFRAG updates the UCB VTOC
pointer and the DASD label VTOC pointer to reflect the new location.

$DEFRAG prompts the operator for permission to do a full-volume restore.

If the dumped volume contains IPL text, $DEFRAG restores track zero (except for the
label record); otherwise, track zero on the receiving volume is not overlaid.
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6.3.2 Logically Ignorable Data Sets

Occasionally, your information center may want to compress a volume containing live
data (page data sets, JES2 spooled data sets, databases, and so on). A normal run,
consisting of compress-dump/full-volume restore operations work, if the data was not
altered between the dump and restore functions. However, this cannot always be
guaranteed.

To bypass this problem, $DEFRAG allows data sets to be marked as logically
ignorable at reload time. $DEFRAG does not restore these data sets during a
full-volume restore, but restores their DSCBs.

A data set must meet two criteria before it can be marked as logically ignorable:

■ It must appear on the dump tape.

■ It must have been unmovable at dump time (either by virtue of its attributes or by
its having been marked unmovable). This is because the DSCB is restored but the
data is not.

Note:  Any logically ignorable data set may be accessed before or during a reload
operation; however, it should never be closed or extended before the reload
begins. This is because $DEFRAG restores the DSCB from the tape.

Data sets marked logically unmovable during unloads are not automatically
considered logically ignorable. They must be specified for both unload and
reload.

6.3.3 Job Control Statement

Sample JCL for Volume Restore:  

The following JCL is required to run $DEFRAG in restore mode:

//stepname EXEC PGM=$DEFRAG,PARM='parameters'

  //SYSPRINT DD print-description

  //SYSUT1 DD tape-description

  //SYSUT2 DD DASD-description

  //DSFIN DD UNIT=SYSDA,SPACE=(TRK,1)

  //DSFPRINT DD SYSOUT=A

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  -optional-

  //SYSUT3 DD card-image-description

  //SYSIN DD input-description

  -optional-

  //SYSIGNOR DD input-description
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 DD Statements

SYSPRINT Required. Defines the $DEFRAG message output data set. It
may be any sequential data set, PDS member, or the output
stream (SYSOUT=A).

SYSUT1 Required. Defines the tape device to be used as the source for
the restore.

Note:  If the $DEFRAG run that created the volume-dump
tape included the parameters ASM2 and CATALOG,
the internal label (data set name) for tape file-1 was
supplied by the SYSUT2 DD statement in the
DEFRAG30 step. This method makes possible the use
of a Generation Data Set (GDS) name for the tape, or
of some other dsname besides the standard ones
supplied by user exit $NTEXIT.

The advantage of this method, and especially of using GDS
names, is that successive backups of the same DASD volume
are easily distinguished, both in the IPC and in the file-1 tape
labels. The job-step within the same job to restore such a
volume works if it includes a catalog reference such as:

//SYSUT1 DD DSN=GDG(+1),DISP=OLD

SYSUT2 Required. Describes the target DASD volume for the restore.
It may be any combination of JCL parameters that points to
the specific volume to which the data is being restored. For
example, the following DD statement points to the volume
PACK01:

//SYSUT2 DD UNIT=DISK,VOL=SER=PACK�1,DISP=OLD

Note:  It is recommended that you always include the DSFIN and DSFPRINT DD
statements. They are required in the following situations: (1) a partial-volume
restore operation to a volume containing an indexed parameter, and (2) a
full-volume restore operation when the $DEFRAG-created tape contains an
indexed VTOC. Make sure the DSFIN statement is not allocated to the volume
being restored or the DSFIN data set is overlaid.

DSFIN Defines a workfile used by $DEFRAG when a volume
containing a VTOC index is restored.

DSFPRINT Defines a sequential message data set written to when a
volume containing a VTOC index is restored.

ISPMLIB Defines the CA-ASM2 message library.
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SYSUT3 Optional. Specifies a temporary data set used to store the
SYSIN data for further processing. It needs only be one or
two tracks in size. If SYSIN is specified, you must specify
SYSUT3. This data set is also used to hold the temporary
VVDS during ICF VSAM and SMS dumped volume selective
restores. For Version 4.0 and higher, the space requirements
for this data set should be adequate to contain an entire VVDS
data set.

SYSIN Optional. Specifies a data set containing selective-restore
information. The first record must contain *SELECT, or
*EXCLUDE, beginning in column 1. Each succeeding record
must contain a data set name or prefix, beginning in column 1.
The dsname says to restore (or exclude from restore) the
named data set and the prefix says to restore (or exclude from
restore) all data sets having the specified prefix. (A prefix is
one or more nodes, including the trailing period.)

SYSIGNOR Optional. Describes a data set containing a list of data set
names, each starting in column 1. If these data sets are present
on the dump tape, they are treated as logically ignorable. This
is valid on full-volume restore.

6.3.4 $DEFRAG Restore Parameters

You can specify the following parameters in the parameter field of the execute
statement that invokes $DEFRAG:

NOCOMP or NOCOMPRESS

 REINDEX

 RENVTOCIX

 RENVVDS

 TEST

 Caution 

Exercise extreme care when moving or renaming the VTOC, VTOCIX or VVDS
when using $DEFRAG on a shared DASD volume. It is strongly recommended
that when any of these data sets are moved or renamed on a shared DASD
volume, you vary the volume offline to the other systems, and when finished, vary
the volume online and mount it on the alternate sharing systems so that the
alternate systems can locate these data sets. In a Systems Managed Storage (SMS)
environment, you can use the VARY command to disable a volume on shared
processors.
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NOCOMP or NOCOMPRESS

This parameter tells $DEFRAG that this is not a compression (defragmentation)
run, so the restored volume on DASD must look exactly like the original volume
on DASD.

REINDEX

This parameter invokes the IBM utility ICKDSF to build a new VTOC index for
the OSVTOC (unindexed VTOC) of a volume that $DEFRAG is restoring to disk.
The volume must have had a VTOCIX once; that is, the volume must still contain
a VTOCIX (VTOC index) data set, no longer valid because the index bit in the
VTOC was reset to zero. (This situation must have arisen before the volume was
dumped.) By invoking ICKDSF, the REINDEX parameter sets this bit back to
one to show that the VTOC index is again valid, and rebuilds it to reflect the
current arrangement of the extents in the volume.

RENVTOCIX

This parameter renames the VTOC index of the volume being restored, to reflect
the VOLSER of the receiving volume. To be renamed, the index data set must
have a name of the form SYS1.VTOCIX.Vvolser or SYS1.VTOCIX.volser.

RENVVDS

If the volume being restored contains a VVDS (VSAM Volume Data Set), this
parameter renames the VVDS to reflect the VOLSER of the receiving volume.
RENVVDS is meaningful only when the restore is directed to a VOLSER other
than that of the dumped volume (the volume originally backed up). Read the
discussion that follows.

TEST

This parameter tells $DEFRAG not to do a device RESERVE on the receiving
DASD volume. Use this option only for testing, as $DEFRAG cannot
guarantee volume integrity without the RESERVE.

6.3.5 VOLSER Changes and VVDS/Catalog Processing

When $DEFRAG restores a dumped volume, the receiving volume on DASD keeps its
VOLSER. This VOLSER may, in unusual circumstances, differ from that of the
dumped volume. $DEFRAG lacks the ability to clip (rename) the receiving volume
(Stand-Alone Restore or SAR, the CA-ASM2 utility that uses $DEFRAG dump tapes,
has this ability). In such a case, you must take special action if you wish to change the
receiving VOLSER to that of the dumped volume.

Consequently, take care when restoring a volume that has a VVDS (VSAM Volume
Data Set) to a receiving volume with a VOLSER other than that of the dumped
volume. This is because the dumped VOLSER appears in the data set name of the
VVDS - both in the VVDS's self-describing record, and in its Format-1 DSCB.

If the data set name in the self-describing record does not include the correct (current)
VOLSER, this is not a serious problem; it merely prevents processing the VVDS as an
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independent data set (with the IDCAMS PRINT command, for example), which is not
a common action.

But if the data set name of the VVDS is wrong in the Format-1 DSCB, MVS cannot
locate and OPEN the VVDS. This, in turn, prevents all processing of ICF-type VSAM
clusters on the volume.

If you want the restored volume to have the new VOLSER (the VOLSER of the
receiving volume), you should specify RENVVDS to rename the VVDS, so it is usable
after the restore. Even if you do this, catalog entries for all data sets on the restored
volume (including the VVDS) still points to the original volume that was backed up.
Also, if the volume contains one or more catalogs (CVOL, ICF, or VSAM), the
connectors for those catalogs in the system master catalog still points to the original
(dumped) volume. Finally, if the volume contains the system master catalog, the
master catalog pointer (SYSCATxx member of SYS1.NUCLEUS) still indicates the
old VOLSER. Actions to correct these discrepancies are your responsibility. In general,
take great care when restoring to a VOLSER other than the dumped VOLSER.

If you want the restored volume to have the old (dumped) VOLSER, you do not need
RENVVDS to tell $DEFRAG to rename the VVDS (though for any ICF VSAM data
moved during a compressed restore, $DEFRAG still updates the VVDS with correct
DASD extent information). But you need to take other action before allowing normal
MVS access to the volume. You must clip the restored volume, changing its VOLSER
to that of the dumped volume. Assuming the volume that was dumped with its original
VOLSER is no longer on DASD, all VVDS and catalog information about the restored
volume is correct and usable.

6.3.6 Examples - Volume Restore

Example 1

This example is a restore of the dump tape created in Example 1: Volume Dump on
page 6-20.

 // job statement

//DFGRSTR EXEC PGM=$DEFRAG

//SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DSN=BACKUP.DISK�1,VOL=SER=TAPE�1,UNIT=TAPE,

  // LABEL=(,SL),DISP=(OLD,KEEP)

  //SYSUT2 DD UNIT=339�,VOL=SER=DISK�1,DISP=OLD

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //
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Example 2

This example is a restore with NOCOMPRESS of the dump tape created in Example
2: Volume Dump on page 6-21.

 // job statement

//DFGRSTR EXEC PGM=$DEFRAG,PARM=NOCOMP

//SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DSN=BACKUP.DISK�2.DATA,DISP=OLD

  //SYSUT2 DD UNIT=339�,VOL=SER=DISK�2,DISP=OLD

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //

 6.3.7 Selective Restore

For ICF VSAM, see Selective Restore of ICF VSAM on page 6-32. For SMS, there
is information in this section and also in Selective Restore of ICF VSAM.

$DEFRAG allows you to restore individual non-VSAM data sets or parts of data sets
by including a SYSIN DD statement in a restore run and specifying the selective
restore information as control input.

$DEFRAG can perform selective restores from any dump tape that contains the
information to be restored, whether the tape was produced by selective dump,
full-volume dump, or full-volume compressed dump.

With a selective-restore request, you can restore one or more data sets, or tracks of
data sets, within any or all of the following categories:

■ A specified data set
■ All data sets on the volume except a specified data set
■ All data sets with a specified prefix
■ All data sets except those with a specified prefix
■ Tracks in a specified data set, by range of track numbers counting from the start

of the data set
■ Tracks in a single extent of an unspecified data set, by range of cylinder-head

(CCHH) addresses

 6.3.7.1 Control Statements

Selective restore is invoked by the presence of SYSIN, an input file that contains
selective restore information. The first SYSIN record must contain either *SELECT or
*EXCLUDE starting in column 1. Following *SELECT or *EXCLUDE are keywords
you specify to define the selective restore.
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After the *SELECT record, you may specify any number of any or all of the following
format records, beginning in column 1:

 �SELECT

 dsname

 prefix.

 dsname,TRACKS=from-to

 CCHH cccchhhh-cccchhhh

 TRACKS=from-to

Note:  The $DEFRAG selective restore is not intended to function with USERCATS.

Keyword Description

dsname Specifies restore the named data set. The data set name
must not exist on the target volume. To only restore an
original or a compressed VTOC, enter the appropriate
dsname: VTOC,NOCOMPRESS or
VTOC,COMPRESS.

prefix. Specifies restore all data sets having the specified
prefix. (A prefix is one or more nodes, including the
trailing period.) The data set names on the source
(tape) volume that have that prefix must not exist on
the target volume.

dsname,TRACKS=from-to Specifies restore only the specified tracks within the
data set, counting from the first track (track 0) of the
specified data set. The data set name must exist on the
target volume.

CCHH cccchhhh-cccchhhh Specifies restore the range of tracks specified. All the
tracks must have been dumped from, and must be
restored to, a single extent of the same data set. So the
data set must still exist at its original position on the
DASD volume that was backed up. $DEFRAG does
not restore the contents of the tracks from tape to the
same track locations on disk if they cross a data set
boundary either on tape or on disk.

TRACKS=from-to Specifies restore only the specified tracks, counting
from the first track (track 0) of the volume. This works
like the CCHH specification but with relative track
numbers versus absolute track addresses.
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After the *EXCLUDE record, you may specify any number of either or both of the
following format records, beginning in column 1:

 �EXCLUDE

 dsname

 prefix.

Keyword Description

dsname Specifies restore every data set on the source (tape) volume
except the specified data set. All the unspecified data set
names on the source volume must not exist on the target
volume.

prefix. Specifies restore all data sets except those that have the
specified prefix. (A prefix is one or more nodes, including the
trailing period.) All the data set names on the source volume
that do not have that prefix must not exist on the target
volume.

6.3.7.2 SMS Volume Processing

Non-VSAM (as well as ICF VSAM) data sets from either SMS or non-SMS dumped
volumes can be selectively restored to an SMS volume. The following discussion is for
non-VSAM data sets and it refers to the section Selective Restore of ICF VSAM on
page 6-32. Please read that section also for information pertaining to SMS, catalog
names, and VVDS/DSCB controlling parameters.

The control parameters (columns 21 through 26) and the catalog name parameter on
the *SELECT,ICF statement from Selective Restore of ICF VSAM on page 6-32 also
apply to this processing. Also, the SMS class names may be specified on the dsname
and prefix. non-VSAM select statements.

Note:  *EXCLUDE is not supported for SMS selective restores.

The five phases of ICF VSAM selective restore (see 6-34) also apply to non-VSAM
SMS selective restore. However, phase 2 (component restore) is done before phase 1
for non-VSAM SMS. This is done because it is not necessary to derive the
component names from a cluster name. For non-VSAM, there is no cluster name.

6.3.8 Examples - Selective Restore

Example 1

This is an example of a partial, or selective restore. All data sets beginning with the
prefix PROD.MSTRFILE are to be restored. This could be used, for example, to
restore backed up data sets in a production database after a test run. If the test run
fails, the data sets can easily be restored by selective restore. The DSFIN and
DSFPRINT DD statements are required if volume DISK02 contains an indexed VTOC.
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 // job statement

//DFGDUMP EXEC PGM=$DEFRAG

//SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DISP=OLD,UNIT=TAPE,

  //SYSUT2 DD DISP=OLD,UNIT=339�,VOL=SER=DISK�2

  // DSN=BACKUP.DISK�2.DATA

  //SYSUT3 DD UNIT=SYSDA,SPACE=(TRK,(1,1)),

  // DCB=(RECFM=FB,LRECL=8�,BLKSIZE=616�)

  //DSFIN DD UNIT=SYSDA,SPACE=(TRK,1)

//DSFPRINT DD SYSOUT=A

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSIN DD �

  �SELECT

  PROD.MSTRFILE.

  /�

  //

Example 2

This is an example of a restore using dump tape created in Example 2: Volume Dump
on page 6-21. This example illustrates all selective restore formats. The data sets
SYS1.TESTLIB, ARCH.DATA, and all beginning with the prefix TEST are to be
restored. The third track of data set SYS1.FORTLIB and the track at location
00A3.0004 (CCHH) are also to be restored. The DSFIN and DSFPRINT DD
statements are required if volume DISK02 contains an indexed VTOC.

 // job statement

//DFGRSTR EXEC PGM=$DEFRAG

//SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DSN=BACKUP.DISK�2.DATA,DISP=OLD

  //SYSUT2 DD UNIT=339�,VOL=SER=DISK�2,DISP=OLD

  //SYSUT3 DD UNIT=SYSDA,SPACE=(TRK,(1,1)),

  // DCB=(RECFM=FB,LRECL=8�,BLKSIZE=616�)

  //DSFIN DD UNIT=SYSDA,SPACE=(TRK,1)

//DSFPRINT DD SYSOUT=A

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSIN DD �

  �SELECT

  SYS1.TESTLIB

  ARCH.DATA

  TEST.

  SYS1.FORTLIB,TRACKS=2-2

  CCHH ��A3���4-��A3���4

  /�

  //
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6.3.9 Selective Restore of ICF VSAM

CA-ASM2 supports selective restore of ICF VSAM clusters from $DEFRAG
full-volume dumps.

Selective restore of ICF VSAM clusters is invoked by SYSIN, a card-image input file
that contains selective restore information including the VSAM clusters that you want
restored. The first SYSIN record must contain *SELECT, beginning in column 1.
Following *SELECT are keywords that you specify to define the selective restore.
After the *SELECT record, you may specify any number of individual VSAM cluster
names, beginning in column 1:

 �SELECT,ICF,volser,XXXXXXXX catalogname

cluster name sclass mclass dclass

 cluster name

 cluster name

Note:  CA-ASM2 does not support group cluster names or intermixed VSAM cluster
names and non-VSAM data set names. It assumes all specified names are
individual VSAM base cluster names.

Keyword Description

ICF Specifies the selective restore of ICF VSAM clusters.

volser Identifies the VVDS (VSAM Volume Data Set) of the dumped
volume. The name of the VVDS data set is always
SYS1.VVDS.volser where volser identifies the disk volume.
The volser must be six characters.

XXXXXXXX Optional. Specifies the following:

Y in the first position (column 20) specifies restore the base
cluster only and ignore alternate indexes (AIXs).

Y in the second position (column 21) specifies leave
DSCB/Data Sets on the volume during the DSCB/DATA
Scratch phase.

Y in the third position (column 22) specifies leave VVR's on
the volume if an error occurs during either the Add VVR
phase or the Define Recatalog phase.

Y in the fourth position (column 23) specifies build the Define
Recatalog commands but do not invoke IDCAMS. You must
also supply the DRCSYSIN DD statement for this option to be
in effect. (See phase 4 discussion later in this section.)

Y in the fifth position (column 24) specifies continue the
reload if the cluster exists in the BCS portion of the catalog
but not in the VVDS of the receiving volume. The Define
Recatalog command is generated with comments (/*___*/) for
reference purposes (it is not executed by IDCAMS). You can
use this to bring back a portion of a KEYRANGE cluster.
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Y in the sixth position (column 25) specifies that the dumped
volume should be treated as an SMS controlled volume. This
tells the selective restore process to assume that the dumped
VVDS data set contains SMS information in the VSAM
Volume Records (VVRs) and in the Non-VSAM Volume
Records (NVRs). Use of the parameter should only be
required when the dump process did not properly classify the
dumped volume as an SMS volume. Message DFG0406I
indicates the SMS status of the dumped and restored volumes.

Y in the seventh position (column 26) specifies that the restore
volume should be treated as an SMS controlled volume. Use
of this parameter should not be required; it was put in for
product testing.

Note: 
 Any character other than Y does not invoke that
processing.

Y in the eighth position (column 27) specifies continue the
reload even if the VVDS already contains some information
about the cluster. This can be used to bring back a KSDS to a
single volume when the data and index components were
originally put on separate volumes. First, reload the index
component specifying Y in columns 21 and 22. Next, bring
back the data component specifying Y in column 27. The
index component can still go to a separate volume if desired.
Bring back the index component to the desired volume
specifying Y in columns 21 and 22. Next, bring back the data
component specifying Y in columns 21, 22 and 23. Finally,
modify the generated DEFINE CLUSTER RECATALOG that
was put into the DRCSYSIN data set to add the index volume
to the VOLUMES parameter.

catalogname The VVRs and NVRs within the VVDS data set contain the
name of the catalog in which the associated data set is
cataloged. This name is verified during the restore and is
changed to reflect the current catalog environment. A master
catalog directed search is done on the data sets High-Level
Qualifier(s) (HLQ) and if a user catalog entry name is
returned, that catalog name is used. If a user catalog entry
name is not found, the name of the master catalog is used
unless this parameter is specified. The catalogname must be
in columns 29 through 72 and left justified (starts in column
29).

cluster name Specifies the VSAM cluster to be restored. The cluster must
not exist on the system. If it does, you must delete it. Y in
column 24 or 27 allows some portion of the cluster to already
exist on the system.
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sclass (columns 51-58), mclass (column 59-66), dclass (column 67-74)
SMS class names (s=storage, m=management, d=data) when a
non-SMS dumped volume is being selectively restored onto an
SMS restore volume. If nothing is specified for the storage
class name, it defaults to STD.

Note:  For an SMS dumped volume, the SMS class
information that existed in the VVRs and NVRs is not
changed during the restore.

A selective restore of ICF VSAM clusters goes through the following five phases after
being specified:

1. Reload VVDS: CA-ASM2 brings back the VVDS as a temporary sequential data
set from the dumped volume's tapes.

2. Restore ICF VSAM Components: Using the cluster names specified in SYSIN,
CA-ASM2 scans through the VVDS temporary data set looking for all
components associated with each cluster name. It then restores all the associated
components to the target volume, and places an entry in the VTOC. If you
specified the first Y in *SELECT, it restores the base cluster only and ignores
alternate indexes.

3. Add VVR to the Real VVDS: CA-ASM2 adds the VVRs from the temporary
VVDS to the real VVDS on the target volume. It requires a VVDS on the target
volume; it does not build one or cause one to be built. If an error occurs during
an Add VVR, CA-ASM2 deletes all the VVRs associated with that cluster unless
you specified the third Y (leave all VVRs on the volume) in *SELECT.

Note:  The number of Delete VVR messages may be less than the number of Add
VVR messages for KEYRANGE clusters because Delete VVR processing
deletes all associated VVRs.

4. Define Recatalog: CA-ASM2 automatically builds the Define Recatalog
commands, to be passed over to IDCAMS, and then call IDCAMS unless you
specify otherwise. One optional DD statement, DRCSYSIN, added to the JCL
allows you some control over the Define Recatalog process.

If you want to add information such as passwords and retention periods, you can
define DRCSYSIN or supply this information later through the IDCAMS' ALTER
command. You should include the DRCSYSIN statement in the JCL and have it
point to a permanent disk data set
(DCB=(RECFM=FB,LRECL=80,BLKSIZE=3120)). CA-ASM2 puts the Define
Recatalog command statements in the DRCSYSIN data set and lets you run
IDCAMS if you supplied the DRCSYSIN DD statement and specified the fourth
Y (do not invoke IDCAMS for Define Recatalog) in *SELECT. If you do not
define DRCSYSIN, $DEFRAG uses dynamic allocation to define it as a temporary
data set whose name is generated by $PREFIX in $OPTIONS
($PREFIX.DEFRAG.TEMP.DRCSYSIN). $DEFRAG deletes this data set at the
end of the run if it was dynamically allocated.

If the Define Recatalog fails, $DEFRAG dynamically deletes all the VVRs unless
you specified the third Y (leave VVRs on the volume) in *SELECT. CA-ASM2

6-34 System Reference Guide



6.3 Volume Restore

does not completely handle KEYRANGE clusters. It puts the Define Recatalog
statement and keyrange information into the DRCSYSIN data set within IDCAMS
comment statements. For each keyrange, it supplies the keyrange identifier
(A001,A002,...), the associated cluster or AIX name, the low key value (in hex),
and the high key value (in hex).

The ordering, placement, and format of this information is not appropriate for
IDCAMS (not actually part of the generated Define Recatalog statement either).
You have to manually modify the Define Recatalog statement (statements if an
AIX also has keyranges) to include the given information in the proper IDCAMS
format. If IDCAMS is invoked, the generated statements appear in the $DEFRAG
SYSPRINT file.

Note:  If the clusters you are restoring are KEYRANGE data sets, you should use
a permanent data set so you can go back after the run and modify it.

5. DSCB/Data Set Scratch: If previous errors occurred in processing, $DEFRAG
deletes the DSCBs from the VTOC and the data sets from the volume unless you
specified the second Y (leave DSCB/Data Sets on the volume) in *SELECT. For
this processing, you get one of three types of messages for the DSCB/Data Set
depending on the previous action; SCRATCH OK, SCRATCH FAIL, or DSCB
NOT ON VOLUME if the DSCB/Data Set was deleted by Delete VVR
processing.
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6.4 Dynamic Volume Restore - M2INCDFG

M2INCDFG is a utility program that automates restoring DASD volumes from
$DEFRAG full-volume dumps and incremental backups. It performs the following
functions:

■ Reads information center-specified control statements to identify the volume to be
restored.

■ Searches the IPC to gather the necessary information to restore the volume. It
searches for a $DEFRAG Volume Record (DVR) that matches the criteria
specified in the control statements. CA-ASM2 creates the DVR when the
full-volume dump is taken. The DVR contains information such as date and time
of the full-volume dump, output media type, and the tape volume serials used.

■ Dynamically allocates the input tape unit and tape volumes (SYSUT1).

■ Dynamically allocates the target disk volume (SYSUT2).

■ Invokes $DEFRAG to perform the restore.

■ Optionally creates incremental recovery control input for a subsequent incremental
recovery procedure (ASM2INCR).

Also see Incremental Recovery on page 5-21 and Full-volume Dump on page 6-7.

6.4.1 Job Control Statements

 Sample JCL: 

JCL procedure ASM2DFGR, which is placed in your procedure library, during the
installation of CA-ASM2, provides the necessary JCL to run M2INCDFG.

 //JOB3 JOB

 //RESTORE EXEC ASM2DFGR

 //ASM2IPC DD DSN=ASM2.MASTER.ASM2IPC,DISP=SHR

 //ASM2JNL DD DSN=ASM2.MASTER.ASM2JNL,DISP=SHR

 //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

 //SYSIN DD �

 RECOVER VOLUME(TEST�1) -

 VERSION(�3) -

 TOVOLUME(TEST�3)

 TEST

 SIMULATE
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 DD Statements

ASMPRINT Defines a sequential message data set written to by
M2INCDFG.

SYSPRINT Defines a sequential message data set written to by
$DEFRAG.

DSFIN Defines a work file used by $DEFRAG when a volume
containing a VTOC index is restored.

DSFPRINT Defines a sequential message data set written to when a
volume containing a VTOC index is restored.

ASM2IPC Optional. Defines the IPC to be used in this run. If you do not
specify this DD statement, CA-ASM2 dynamically allocates
the IPC using a default name generated from $OPTIONS
fields $CATID and $VPREFIX.

ASM2JNL Optional. Defines the journal file for the IPC specified by the
ASM2IPC DD statement. If you do not specify this DD
statement, CA-ASM2 dynamically allocates the journal using a
default name generated by the $CATID and $VPREFIX fields
in $OPTIONS.

ISPMLIB Defines the CA-ASM2 message library.

INCRCNTL Optional. When this DD statement is included, CA-ASM2
creates control statements for the Incremental Recovery
function (see Incremental Recovery on page 5-21). If you
specify this DD statement, CA-ASM2 ignores $DEFRAG
parameters specified in the control statement file (SYSIN).

 Control Statements: 

The M2INCDFG control statements are input through SYSIN and have the following
format:

 RECOVER VOLUME(xxxxxx), -

 SYSTEMID(iiii), -

 VERSION(nn), -

 TOVOLUME(yyyyyy)

 $DEFRAG Parameters

 SIMULATE

Note:  The RECOVER control statement is free form. Indicate continuation by a
blank followed by a hyphen (-). Commands may begin in any column.
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RECOVER subparameters Description

VOLUME(xxxxxx) Specifies the volume to be restored. Required.

SYSTEMID(iiii) Specifies the MVS system ID to be used in the search of
the IPC. This is optional. The system ID is captured in
the DVR when a full-volume dump is taken. It is
intended to be used for non shared multiple CPU
environments where duplicate volume serials may exist.
When this operand is included, only those DVRs that
match the specified system ID are read.

VERSION(nn) Specifies the relative generation of the full-volume dump
to be used. This is optional. The default is
VERSION(00), the most recent full-volume dump.

If SYSTEMID is specified, generation is relative within
the specified VOLUME SYSTEMID combination. That
is, specifying RECOVER VOLUME(PROD01)
SYSTEMID(SYSA) VERSION(01) means recover
volume PROD01 using the -1 generation full-volume
dump taken on SYSA.

TOVOLUME(yyyyyy) Specifies the target volume of the restore. This is
optional; the default is specified in VOLUME.

Note:  If TOVOLUME is specified, CA-ASM2 attempts
to rename any VVDS or VTOC index
encountered to reflect the VOLSER of the
TOVOLUME. See Volume Restore on
page 6-22 for more information.

SIMULATE Simulates a run. If SIMULATE is specified, CA-ASM2
analyzes control statements and searches the IPC for the
DVR that matches the criteria specified in the
RECOVER control statement. When it selects the DVR,
it displays the date and time of the full-volume along
with the tape volume serial(s) containing the dump.
CA-ASM2 then terminates processing.
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 6.4.2 $DEFRAG Subparameters

You can specify the following $DEFRAG parameters through SYSIN:

NOCOMP or NOCOMPRESS

 TEST

 REINDEX

 RENVVDS

 RENVTOCIX

Note:  If the INCRCNTL DD statement is included, $DEFRAG ignores all $DEFRAG
parameters that are specified and performs the restore with NOCOMP.

$DEFRAG Restore Parameters on page 6-25 explains $DEFRAG restore parameters.

 6.4.3 M2INCDFG Output

M2INCDFG produces the following output:

■ ASMPRINT - All control statements are echoed and errors encountered are listed.

■ SYSPRINT - $DEFRAG message log.

■ SYSUT2 - Restored volume.

 6.4.4 Return Codes

The valid return codes from M2INCDFG follow:

0 Successful completion

4 Successful completion of SIMULATE run

8 Unsuccessful completion (the reason or cause is listed in ASMPRINT)

6.4.5 Examples - M2INCDFG

Example 1

In this example, M2INCDFG is invoked to restore volume PROD01 using the most
current full-volume dump tape. The IPC and journal files are dynamically allocated
because they are not specified.

 //JOB1 JOB

  //RESTORE EXEC ASM2DFGR

  //SYSIN DD �

 RECOVER VOLUME(PROD�1)
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Example 2

In this example, M2INCDFG is invoked to restore volume PROD02 which is being
incrementally recovered.

 //JOB2 JOB

  //STEP�1� EXEC ASM2DFGR

  //INCRCNTL DD DSN=INCRCVR.CNTL,DISP=(,CATLG,DELETE)

  // UNIT=SYSDA,SPACE=(TRK,1)

  //SYSIN DD �

 RECOVER VOLUME(PROD�2)

Example 3

In this example, M2INCDFG is invoked to restore volume TEST01 using the -3
generation full-volume dump. The volume is to be restored to volume TEST03, and
the TEST parameter tells CA-ASM2 that no reserve is to be issued on TEST03 during
the restore.

 //JOB3 JOB

 //RESTORE EXEC ASM2DFGR

 //ASM2IPC DD DSN=ASM2.MASTER.ASM2IPC,DISP=SHR

 //ASM2JNL DD DSN=ASM2.MASTER.ASM2JNL,DISP=SHR

 //SYSIN DD �

RECOVER VOLUME(TEST�1) -

 VERSION(�3) -

 TOVOLUME(TEST�3)

 TEST

6-40 System Reference Guide



6.4 Dynamic Volume Restore - M2INCDFG

6.5 Data Set Placement

You can direct $DEFRAG to place data sets in a predetermined position on the
volume(s) being defragmented. Controlling the positioning of data set placement on
volumes can greatly optimize your DASD performance.

Improper data set placement can intensify the impact of head contention and valuable
processing time is spent traversing the disk between concurrently used files rather than
performing file I/O operations. Head contention can lead to erratic patterns in online
response time and batch turnaround time. This causes overall system performance to
be unpredictable and less than optimum. Proper use of the CA-ASM2 data set
placement option can eliminate serious contention problems and reduce the total seek
time needed, contributing to significantly improved system performance.

You can control $DEFRAG data set placement in one of two ways:

1. Entering control statements using the TSO ISPF editor.
To implement the data set placement feature, you enter control statements into a
member of the Data Set Placement (DSP) library, using the TSO ISPF editor with
STATS ON. You may direct the placement of any data set to any specific location
on the DASD volume being defragmented, or designate that any given data set is
to remain in its current location. To directly place a data set, you specify the data
set name and its desired beginning location expressed in either cylinder and head
location, or in absolute track location. Data sets not specifically directed are
placed according to the normal criteria $DEFRAG operates under: the data set
characteristics, and the space remaining on the volume after directed placement
has occurred.

2. Using the output of CA-FastDASD to control placement.
If your information center has CA-FastDASD, Version 4.2 or greater, you can
direct it to furnish positioning information to the DSP library. CA-FastDASD and
CA-ASM2 share a common interface. CA-FastDASD recommends optimum data
set placement based on information it has collected about seek activity and furnish
this placement information to the DSP library.
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6.5.1 System Data Sets

Give special consideration to the moving or renaming of VTOCs, VTOC indexes and
VVDSs. Before you attempt to move or rename these system data sets, be sure to read
the precautionary warning associated with each in this chapter. Both CA-ASM2 and
CA-FastDASD consider these types of data sets to be unmovable as the default.

You may manually enter control statements to the Data Set Placement Library using
the TSO ISPF editor to move system data sets, but with special consideration. In the
case of CA-FastDASD, you may override the default by supplying standard
CA-FastDASD control statements to indicate the movability of these data sets.
CA-FastDASD decides the placement of system data sets and supply the positioning
control statements to the Data Set Placement Library when the default condition is
overridden. For all other data sets, CA-FastDASD produces positioning control
statements only if that data set showed I/O activity during the sampling period.

For more information on CA-FastDASD, see the CA-FastDASD User Manual.

6.5.2 Data Set Placement Library

The data set placement (DSP) library contains control statements that direct the
placement of data sets during the defragmentation of a volume. As described in the
previous section, you may manually enter these control statements into the DSP library
using the TSO ISPF editor with STATS ON or you may invoke CA-FastDASD to
supply the positioning information.

$DEFRAG accesses the DSP library during the dump portion of a defragmentation if
you have supplied an ASM2DSP DD statement as part of your input JCL to run
$DEFRAG. If the DSP library is present, $DEFRAG determines if it contains a
member with control statements for the DASD volume currently being processed. It
does this by comparing the VOLSER of the volume being processed with the member
names in the library. Members within the library specify exactly where on the DASD
volume a given data set is placed. Control statements can specify the address as an
absolute track address, a CCHH address, or indicate that the data set is to remain fixed
in its current location.

As each control statement is read, $DEFRAG checks the table built by the
SYSUNMOV DD statement to see if that same data set name was specified there. If
so, it issues a warning message and overrides the DSP control statement. It also checks
each control statement for proper syntax, and if it finds an error, issues an error
message. Error messages and their explanations are listed in the CA-ASM2 Messages
guide.
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6.5.3 DSP Library Member Names

You must include a member in the DSP library for each DASD volume for which data
set placement is to be applied. Each member contains the data set placement control
statements for one DASD volume and its name reflects the DASD volume serial
number that it controls. The member name format is:

 Vxxxxxx

where V is the letter V, and xxxxxx is the DASD volume serial number.

As an example, suppose you want to control DASD volumes PROD01, PROD02, and
PROD03. Your control library has three member names: 

VPROD�1, VPROD�2,

 and 

VPROD�3

.

Although the DSP library can contain other members that do not relate to data set
placement, it is recommended that the CA-ASM2 data set placement library not
contain any extraneous members.

6.5.4 ASM2DSP Member Format

The DSP control statements tell $DEFRAG where to place specific data sets on a
specified volume. When $DEFRAG begins to defragment a specified volume, it
accesses the DSP library (if indicated by the presence of the ASM2DSP DD statement)
and reads in the data set placement control statements for the DASD volume to be
processed. The syntax of the control statements is shown. One of the following control
statements is used for each data set to be positioned:

 Syntax: 

 DSN(full.data.set.name) ABSTR(abs_track_number)

 DSN(full.data.set.name) ABSTR(ASIS)

 DSN(full.data.set.name) CCHH(cccchhhh)

 DSN(full.data.set.name) CCHH(ASIS)

� A user comment line that is ignored during scanning.

Keyword Description

full.data.set.name Specifies the fully qualified data set name for non-VSAM or
the component name (as opposed to the cluster name) for
VSAM. If you want to control the placement of the VTOC,
refer to it as DSN(---VTOC---).
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abs_trk_number Specifies the absolute track address on the DASD volume
where this data set begins. This must be an integer with a
value from 0 to the maximum number of tracks on the
volume, (relative to zero).

cccchhhh Specifies the cylinder and head address on the DASD volume
where this data set begins. This must be eight hexadecimal
characters with a value in the range of 00000000 to
FFFFFFFF. For a 3390K, meaningful limit values would be
00000000 to 0A5E000E.

ASIS Specifies that the location of this data set on the volume
should remain fixed.

* In column 1, designates user comments.

CA-ASM2 scans columns 1 through 72 for input, and ignores columns 73 through 80.
Where one space is allowed, any number of spaces may be present.

Each member in the DSP library contains data set placement control statements in one
or more of the formats shown. A separate control statement is used to control the
placement of each data set.

Data sets encountered in the VTOC for which there are no corresponding control
statements are handled by $DEFRAG's standard data set placement algorithms.
$DEFRAG makes several passes across the tabled VTOC. The first pass scans for data
sets that are considered unmovable. It is during this phase that $DEFRAG takes
control statements from the DSP control library. If a data set's name appears in the
control PDS member for the volume that $DEFRAG is processing, its new DASD
location is assigned and it is then considered to be logically unmovable by
$DEFRAG's standard data set placement routines. During subsequent passes, the
placement of movable data sets is determined according to $DEFRAG's standard data
set placement algorithms.

If you code DSN(...) ABSTR(ASIS) or DSN(...) CCHH(ASIS), it is equivalent to
specifying that data set name with the SYSUNMOV DD statement. Coding DSN(...)
ABSTR(ASIS) or DSN(...) CCHH(ASIS) is the recommended way of specifying
unmovable data sets. You may also code DSN(...), without specifying ABSTR or
CCHH, resulting in that data set being tagged unmovable. See the SYSUNMOV DD
statement description on page 6-9 for more details.
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6.5.5 Allocating the Data Set Placement Library

Allocate the DSP library with the following attributes:

 LRECL=80
BLKSIZE=a multiple of 80

 RECFM=FB
 DSORG=PO

The space requirements for this PDS varies from one information center to another and
on the number of DASD volumes you want to control. Each DASD volume that you
want to control requires approximately one-fifth of a directory block and twice as
much member space as you normally think you would need.

As an example, consider this environment:

■ The information center plans to control 75 DASD volumes.
■ Each volume has an average of 500 data sets.
■ The DSP library is allocated on a 3390.
■ The DSP library has a BLKSIZE of 11440 (80 X 143) (4 blocks/trk).

In the example above, the directory requires room for 75 member names. Five member
names fit into each directory block, so you need a minimum of 15 directory blocks.

To allow for the maximum condition of one data set placement control statement for
each data set on every volume being controlled, you would need to allow for an
average of 500 control statements per DSP library member. Since each block can hold
143 control statements, each member would require roughly 3.5 blocks. This is
rounded to 4 blocks for this illustrative estimate. A 3390 with a BLKSIZE of 11440
holds 4 blocks per track, so each member would require one track of a 3390. In the
example, you would need 75 tracks of a 3390 to control the placement of your data
sets. Because members are written at the end of the PDS instead of being updated in
place, you must allow for rewriting every member during a CA-FastDASD execution.
The space allocation for this example would be:

 SPACE=(TRK,(75,75,15)),UNIT=339�

or

 SPACE=(CYL,(5,5,15)),UNIT=339�

6.5.6 DSP Library Maintenance

Ensure that the DSP library is compressed frequently.
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6.5.7 Example - Data Set Placement

Example 1

This example illustrates the JCL required to instruct CA-FastDASD to produce data set
placement control statements for the DSP library and the subsequent execution of
$DEFRAG, using the control statements in the DSP library for placement. In parts (a)
and (b), the JCL necessary to control the CA-FastDASD Collector and Analyzer is
shown, followed by (c) the JCL to execute $DEFRAG.

You can run the CA-FastDASD Collector program for the specified sampling period
and then run the Analyzer program on some or all of the volumes. When you run the
Analyzer with the ASM2DSP option, a member for each volume analyzed is written to
the DSP library. When $DEFRAG is subsequently run, it selects the appropriate
member from the DSP library and place the data sets on DASD according to the
control statements produced by the CA-FastDASD program. For further information
on required input to the Collector and Analyzer programs, see the CA-FastDASD User
Manual.

1(a) This JCL causes the Collector to collect statistics for five minutes at the rate of
ten times per second.

 //COLLECT JOB 111111,'JOE SMITH',CLASS=A,MSGCLASS=R

  //STEP1 EXEC PGM=SCAFDCOL,DPRTY=(15,15)

  //STEPLIB DD DSN=CA.FASTDASD.LOADLIB,DISP=SHR

  //SYSDATA DD DSN=CA.FASTDASD.COLLECT.DATA,

  // DISP=(NEW,CATLG,CATLG),

  // UNIT=SYSDA,SPACE=(CYL,(5,1),RLSE),

  // DCB=BLKSIZE=365�

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSIN DD �

  SAMPLE ALLVOLS

  DURATION �5

  RATE 1�

  //
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1(b) This JCL causes the Analyzer to analyze the statistics gathered by the Collector
using the JCL in 1(a). As a result, the Analyzer program produces the CA-ASM2 data
set placement control statements and places them into the DSP Library for use by the
$DEFRAG program.

 //ANALYZE JOB 111111,'JOE SMITH',CLASS=A,MSGCLASS=R

  //STEP1 EXEC PGM=SCAFDANL,REGION=1�24K

  //STEPLIB DD DSN=CA.FASTDASD.LOADLIB,DISP=SHR

  //ERRORS DD SYSOUT=�

  //SYSDATA DD DSN=CA.FASTDASD.COLLECT.DATA,

  // DISP=(OLD,KEEP)

//SYSPRINT DD SYSOUT=�

  //SYSUT1 DD UNIT=SYSDA,SPACE=(CYL,(1,1))

  //SYSUT2 DD UNIT=SYSDA,SPACE=(TRK,(1))

  //ASM2DSP DD DSN=CA.ASM2.DSP,DISP=(,CATLG,CATLG),

  // UNIT=339�,SPACE=(CYL,(5,5,25),RLSE),

  // DCB=(LRECL=8�,BLKSIZE=1144�,RECFM=FB)

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSIN DD �

  ALLVOLS=ANALYZE,ASM2DSP

  //

1(c) This part of the example executes $DEFRAG to defragment or reorganize the
PROD01 volume using the data set placement control statements either produced by
the JCL in (b) above or by manual entry using the TSO ISPF editor with STATS ON.
These statements are located in member VPROD01, in the DSP library named
CA.ASM2.DSP. As a result, the DASD volume PROD01 is rearranged and data sets
positioned according to the control statements.

//DEFRAG JOB 111111,'JOE SMITH',CLASS=A,MSGCLASS=R

  //STEP1 EXEC PGM=$DEFRAG,PARM='ONESTEP'

//SYSPRINT DD print-description

  //STEPLIB DD DSN=CA.ASM2.LOADLIB,DISP=SHR

  //SYSUT1 DD UNIT=339�,VOL=SER=PROD�1,DISP=OLD

  //SYSUT2 DD UNIT=TAPE

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //ASM2DSP DD DSN=CA.ASM2.DSP,DISP=SHR

  //
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6.6 Example - Volume Dump-Restore

This example illustrates a defragmentation run of volume containing active data sets.
The active data sets is treated as logically ignorable.

 // job statement

  //DFGDUMP EXEC PGM=$DEFRAG

  //SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DISP=OLD,UNIT=335�,VOL=SER=DISK�2

  //SYSUT2 DD DISP=(NEW,CATLG),UNIT=(TAPE,,DEFER),

  // DSN=BACKUP.DISK�2.DATA

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSUNMOV DD �

  PROD.DATABASE

  PROD.IMS.DATA36

  /�

//DFGRSTR EXEC PGM=$DEFRAG,COND=(�,NE)

  //SYSPRINT DD SYSOUT=A

  //SYSUT1 DD DSN=BACKUP.DISK�2.DATA,DISP=OLD

  //SYSUT2 DD UNIT=335�,VOL=SER=DISK�2,DISP=OLD

  //ISPMLIB DD DSN=SYS2.ASM2.CAIISPM,DISP=SHR

  //SYSIGNOR DD �

  PROD.DATABASE

  PROD.IMS.DATA36

  /�
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Intelligent Transparent Restore (IXR) is an optional CA-ASM2 facility that
automatically and transparently restores archived data sets accessed by a batch job,
time-sharing user, or started task. No manual process is required of the user. With
IXR your information center can even archive production data sets since IXR
automatically restores them when production jobs are scheduled.

For VSAM, a reference to any path or other VSAM sphere component causes IXR to
reload the entire sphere. If the SMS enhanced reload is turned on, data sets that were
SMS controlled at unload time are "pre-driven" through the SMS ACS routines to
determine the current SMS definitions saved at unload time. See the CA-ASM2
Planning Guide for more details on the SMS enhanced reload.

Your information center decides whether IXR is available to TSO users, batch jobs,
started tasks or all three. It controls IXR availability by user ID, account codes, and
other individualized criteria.

For disaster recovery situations, IXR can restore the most recently unloaded archive or
backup copy of a data set. The IXR startup parameter BACKUPS(NO/YES) specifies
whether IXR is to consider backup unloads as reload candidates. Information on
setting the BACKUPS startup parameter is provided in the CA-ASM2 Planning Guide.
For a more detailed discussion, see IXR Disaster Recovery on page 15-4.

For disk-to-disk reloads, IXR reloads an archived data set or a backed up copy of a
data set (if BACKUPS is specified) from the Disk Staging Area (DSA) if the primary
copy exists there. If the disk copy is unavailable, it reloads from a tape copy.
Reloading from the DSA is faster than from tape, which allows your information
center to archive more data while reducing the frequency of tape mounts. The IXR
startup parameter MAXDARLD specifies the maximum number of simultaneous
reloads IXR can perform from the DSA. This functions similarly to the limitations
placed on tape reloads and helps control system resource utilization and DSA device
performance. Information on setting MAXDARLD is provided in the CA-ASM2
Planning Guide.
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 7.1 IXR Overview

IXR allows automatic realtime processing of reload operations for DASD data sets and
VSAM clusters archived by CA-ASM2. It automatically recognizes that needed data
is archived and absent from online DASD, and then reloads data to DASD in realtime
while the user or job waits. This allows your information center to increase the
amount of data eligible for archival, particularly in the area of batch jobs and
production data sets.

During a job step's execution, IXR intercepts recognize an attempt to access a data set
that is archived by CA-ASM2 when a locate in the MVS catalog is performed, when a
dynamic allocation occurs, when a VSAM ACB is opened, and when an OPEN data
set not found situation occurs.

In online mode when the user references an archived data set, the user can select one
of three options:

1. Wait while IXR retrieves data
2. Cancel or ignore the request for retrieval
3. Select asynchronous mode which allows use of the terminal concurrently with data

retrieval

Optionally, IXR can evaluate the status of data sets needed for an entire job or step
and perform all necessary reloads as a group before the job or step starts. This process
is referred to as job-level staging and step-level staging.

The IXR intercepts perform the following functions:

■ Recognize an attempt to access a data set that is archived by CA-ASM2
■ Build and submit requests to the IXR subsystem
■ Interpret results after IXR processes the requests

All archive unload records in the IPC are candidates for IXR reload by default.
However, your information center can exclude specific archived data sets from reload
with the $DA (Delete from Archives) command or by setting an indicator using the
ISPF unload record update screen. $DA is the preferred method.

IXR operates as an MVS subsystem, and uses certain subsystem features. An operator
command interface supports inquiry and control, and modification actions. This
component is generally activated after an MVS IPL to run for the duration of the IPL.

IXR runs in its own address space, processing requests from all other jobs,
time-sharing sessions, and started tasks in the same system. While a small amount of
IXR processing takes place in the user's address space, the effect on resource
consumption (CPU time and virtual memory) is very small. Most of IXR's processing
and all of its I/O operations for archive reload activity take place in the subsystem
address space and thus do not directly affect job or TSO cost accounting. (IXR can
optionally produce SMF records for reloaded data if your information center desires to
charge for this service.)
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By default, IXR assumes that in a shared environment any archived data set is eligible
for reload on the MVS system IXR is running on. In some very limited situations,
there may be multiple data sets with the same name on different systems, with each
specific data set belonging to a specific MVS system. As examples, data sets with the
same name could be cataloged in MVS's master catalog to different volumes on each
system, or noncataloged data sets could exist on multiple physical volumes (all with
the same VOLSER) with each volume only accessible to one MVS system. If the
relationship to a specific MVS system for archived or backed up data sets must be
preserved, the SMF SYSID of the system the data set was unloaded on must be
inserted in the key of the IPC's record for the unload. Unloading of these data sets
must be suppressed in normal archive and backup runs. Special archive and backup
runs must be setup with SYSID=Y specified on the PARM of all
ASM2MRGA/ASM2MRGB runs or SYSID=Y parameter specified on the $CATMRG
control statement for all UNLOAD30 steps.

7.1.1 Request Processing Priorities

There are six request priority options (one for each IXR intercept) with acronyms JIP,
SIP, 99P, 2AP, 2VP, and 13P (corresponding to intercept IDs 1-6). Each may have any
value from X'00' to X'FF', with a higher value indicating a higher priority. A given
priority determines the IXR reload processing priority assigned to reload requests that
originate in the corresponding intercept. For example, an SIP option of X'7F' means
that all reloads requested by step-level staging have a priority of (decimal) 127.

These priorities influence reload processing in the IXR subsystem. The incoming
queue of reload requests drives the reload processing function. The order in which IXR
serves these requests is governed both by request priority and archive tape VOLSER.
When the IXR reload processor has an available tape device, it searches the request
queue for the highest priority request. If there are two or more requests with the same
(highest) priority, it selects the oldest request. After this selection, IXR scans the entire
queue again to find all other reload requests that require the same archive tape volume
regardless of their request priority. IXR then processes the entire group of selected
requests in file sequence number order with a single mount of the archive tape volume.

For IXR requests that originate in other than the staging intercepts, IXR assigns the
single reload the priority associated with that intercept. For step-level staging, where
multiple reloads may be involved, it assigns all reloads the SIP priority value equally.
With job-level staging, all reloads from the first job step are assigned the JIP priority,
all reloads from the second are assigned the JIP priority minus one, and those from
each succeeding step are assigned successively lower priorities (though never less than
zero). The intent of this priority scaling for multistep jobs is to process reloads for
earlier steps before processing reloads for later steps. This works nicely in conjunction
with the ASY option described on 7-21.
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If your installation allows TSO users access to IXR, it may be desirable for
TSO-originated IXR requests to have higher priority than those from batch. In general,
aim for simplicity first in the priority scheme and follow by gradually experimenting
and adjusting if the initial settings fail to exert the desired influence. Computer
Associates recommends using the AND and OR strings as described under
"Controlling IXR Processing Options" in the CA-ASM2 Planning Guide to forcibly set
the processing priorities for each type of address space rather than allowing users to
specify (by reserved DDs) their own priorities.
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 7.2 IXR Subsystem

IXR is usually executed as an MVS started task with the IXRASUBS procedure. If
desired, your information center can change the procedure name. It can be IXRAxxxx,
where xxxx is a 1- to 4-character alphanumeric suffix. You can use symbolic
parameters as desired. A common technique is to specify the name of a PDS member
containing the IXR startup parameters as symbolic. This allows you to easily and
safely test new startup parameters. For more information on IXR startup parameters,
see the CA-ASM2 Planning Guide.

Though unusual, you can run IXR as a batch job instead of a started task. This might
be useful in testing situations or when it is necessary to assign job accounting codes to
IXR. For batch runs, you can use the same IXRASUBS procedure.

7.2.1 Job Control Statements

The execute statement for IXR must specify PGM=$IXRMAIN. Depending on your
system's defaults and conventions, you may also need other parameters including
TIME, PERFORM, ACCT, REGION, and DYNAMBR. (IXR typically needs a private
area region of around 3 megabytes.)
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 Sample JCL

//IXRATEST JOB (user information),

// MSGCLASS =X,MSGLEVEL=(1,1),CLASS=A

/�JOBPARM F=STD,L=99

//��������������������������������������������������������������

//IXRASUBS PROC SOUT=A,M=IXRPARM

//��������������������������������������������������������������

//� �

//� CA-ASM2 RELEASE 4.2 �

//� �

//� �

//��������������������������������������������������������������

//�

//IEFPROC EXEC PGM=$IXRMAIN,TIME=144�,REGION=3�72K

//�

 //IXRMAIN1 DD SYSOUT=&SOUT

 //SYSPRINT DD SYSOUT=&SOUT

 //IXRPRINT DD SYSOUT=&SOUT

//IXRINIT DD SYSOUT=&SOUT,

// DCB=(RECFM=FA,BLKSIZE=133,LRECL=133)

//SASHELP DD SYSOUT=&SOUT,

// DCB=(RECFM=FA,BLKSIZE=133,LRECL=133)

//SASMSG DD SYSOUT=&SOUT,

// DCB=(RECFM=FA,BLKSIZE=133,LRECL=133)

//IXRSNAP DD DUMMY

//ASM2IPC DD DISP=SHR,DSN=CAI.ASM2V.ASM2IPC

//ASM2JNL DD DISP=SHR,DSN=CAI.ASM2V.ASM2JNL

 //$IXRPARM DD DISP=SHR,DSN=CAI.ASM2.L142.PARMLIB(&M)

 //SYSUDUMP DD SYSOUT=&SOUT

 //ABNLDUMP DD DUMMY

 //ASM����� DD SYSOUT=&SOUT,

// DCB=(RECFM=FA,BLKSIZE=121,LRECL=121)

//DISK1 DD DUMMY

// PEND

//�

 //IXRATEST EXEC IXRASUBS

//IXRSNAP DD SYSOUT=�

//STEPLIB DD DISP=SHR,DSN=dsn

 DD Statements

IXRMAIN1 Defines a message file for the IXR main task. The output is usually
quite brief. Code this as SYSOUT= with no DCB attributes.

SYSPRINT Recommended. Code this as SYSOUT= or allocate it to a data set.
Informational messages about successful/unsuccessful reloads are
written to this file if this DD is present.

IXRPRINT Defines a message file for the IXR main task. The output is usually
quite brief. Code this as SYSOUT= with no DCB attributes.

IXRINIT Defines a file to which CA-ASM2 writes IXR startup parameter
validation messages. Specify this as SYSOUT= with DCB
attributes of RECFM=FA, BLKSIZE=133, and LRECL=133.
Output to this file is quite brief.

SASHELP Defines HELP file needed for SAS Version 6.0 when reloading
SAS 5.1.8 data sets.

SASMSG Defines MSG file needed for SAS Version 6.0 when reloading SAS
5.1.8 data sets.
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IXRSNAP Defines a log file to which IXR dumps hexadecimal dumps of IXR
log records. This is currently the only way to collect IXR log data.
The output to IXRSNAP can be extensive in a busy system with
job staging enabled for batch work. For production, specify this as
DUMMY. For testing of IXR to see which intercepts and data sets
are processed by IXR, specify this as SYSOUT= with no DCB
attributes. The block size of this file must be 3990.

ASM2IPC Required. Defines the CA-ASM2 IPC for which the processing is
intended.

ASM2JNL Required. Defines the journal associated with the IPC defined by
the ASM2IPC DD statement.

$IXRPARM Designates the IXR startup parameters. This is a member of a
library such as the CA-ASM2 parameter library or
SYS1.PARMLIB. It may be convenient to specify the member
name as a symbolic parameter in the IXR procedure.

SYSUDUMP Recommended. Code this as SYSOUT= or allocate it to a data set.
Possible alternatives are SYSABEND or SYSMDUMP.

ABNLDUMP Disables interference with IXR dumps by the ABEND-AID
product. Code this as DUMMY. If you have ABEND-AID
installed, the use of this DD is recommended.

ASM00000 Required for compatibility with existing CA-ASM2 data movers
used by IXR. Code this as SYSOUT= with DCB attributes of
RECFM=FA, BLKSIZE=121, and LRECL=121.

DISK1 Required for compatibility with existing CA-ASM2 data movers
used by IXR. Code this as DUMMY with no DCB attributes.

STEPLIB Required if the IXR subsystem private modules are not installed in
a LNKLSTxx library.

$OPTIONx Indicates the $OPTIONS module name that IXR uses. The x is any
alphanumeric or national character. If you do not include this DD,
IXR uses the member named $OPTIONS from STEPLIB or
LNKLST library. Code this as DUMMY. The fields in $OPTIONS
that are relevant to IXR processing are listed in the CA-ASM2
Planning Guide.

ISPMLIB Optional. Defines the CA-ASM2 Message Library. If this DD is
not used, the CA-ASM2 Message Library defined in $OPTIONS is
used.
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7.3 IXR Processing Steps

This section discusses the processing steps taken by IXR intercepts and by the IXR
subsystem when a TSO command or batch job references a data set:

7.3.1 Steps by IXR Intercepts

Step 1.

(a) Optional intercepts (UJI, USI): CA-ASM2 performs availability analysis
(described on 7-9) in the initiator address space for all data sets
referenced with DISP=SHR/OLD/MOD by the job's JCL or step's JCL.
Only data sets not found in the MVS catalog or cataloged to a fictitious
VOLSER, or not found on a specified volume, are passed to IXR for
possible reload processing.

(b)  Required catalog locate intercepts (26A, 26V): These intercepts perform
availability analysis on one data set at a time. They only call IXR if the
requested data set is not MVS cataloged or is cataloged to a CA-ASM2
fictitious VOLSER.

(c) Required dynamic allocation intercept (S99): This intercept performs
availability analysis on one data set at a time. It only calls IXR if a data
set is not available on the selected volume and is not miscataloged to
the selected volume.

(d) Required OPEN abend exit (213): This intercept receives control during
data set OPEN processing only if a data set cannot be found on a
volume, and it always calls IXR.

If IXR is to be called, the intercept continues processing with Step 2
while the intercepted job or command waits. Otherwise, the intercepted
job or command continues normally. When an intercept occurs for one
task of a multitasking application, only the intercepted task waits for
IXR reload processing.

Step 2. The intercept establishes the IXR processing options for the IXR request. It
sets default options (determined by your information center) based on
whether it is processing a batch job, started task, or TSO command. The user
can override some of these options by using option DDs (see IXR Processing
Options on page 7-13). Some options can disable IXR request processing.
After the options are finalized, IXR determines if processing is to continue.
If not, the intercepted job or command resumes normal execution with no
IXR action, otherwise the intercept continues processing with Step 3.

Step 3. When the job, TSO, or started task (STC) is not in interactive mode, the
intercept continues processing with Step 4. If the job, TSO, or started task
(STC) is in the interactive mode, the intercept submits an inquire request to
the IXR subsystem. The inquire request determines the status of each data set
whose name was supplied by the intercept. The status of each data set is one
of the following:
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■ Available: Data set is accessible on DASD and requires no IXR action.
■ Reloadable: Data set is not on DASD but IXR identified a CA-ASM2

copy it can reload.
■ Unavailable: Data set is not on DASD and IXR cannot select a copy for

reloading.

If any of the data sets involved in the request have reloadable status, a
message displays their names at the TSO terminal. For disk-to-disk reloads,
the message indicates the reload is from the DSA rather than from tape. The
user can indicate by reply whether IXR should perform the actual reloads.
Possible replies are GO, IGNORE, CANCEL, or (if allowed by your
information center) ASYNC. When a batch job or started task uses IXR's
interactive mode, the dialog just described takes place at the system operator
console rather than at a TSO terminal.

Step 4. The intercept builds and submits a reload request to the IXR subsystem for
requests receiving a GO or ASYNC response and for all noninteractive mode
requests. For requests in the ASYNC mode, the interrupted job or command
resumes normal execution while IXR performs the reload. For requests not in
the ASYNC mode, the intercept waits for the IXR reload to complete before
resuming normal execution.

7.3.2 Steps by IXR Subsystem

Step 1. Each data set associated with the reload request goes through the following
analysis phases:

■ Availability Analysis: Determines whether the data set is available on
DASD. If available, IXR flags the data set available and performs no
further processing for it. The dynamic allocation intercept performs
availability analysis and only calls IXR if a data set is not available and
not miscataloged to the selected volume. For job- and step-level staging,
a reference of a GDG base name is detected and availability analysis
performed for each associated Generation Data Set (GDS).

■ Reloadability Analysis: For data sets not available, IXR accesses the
Integrated Product Catalog (IPC) to determine if an archive exists. If it
selects a valid archive data set, it flags the data set as reloadable.
Otherwise, it flags the data set unavailable and no further processing
occurs for it.

For disaster recovery situations, when the BACKUPS(YES) startup
parameter is specified, IXR accesses the IPC to determine if an archive
or backup exists. If it selects a valid archive or backup data set, it flags
the data set as reloadable. If both an archive and a backup are eligible
to be selected, IXR selects the most recent unload. Otherwise, it flags
the data set as unavailable and no further processing occurs for it.

■ Reload Volume Determination: For data sets for which IXR selects a
reload, it establishes the DASD volume to receive the reload. For data
sets referenced with explicit unit and volume (not using the MVS
catalog), IXR uses the indicated volume. (In this case, the specified
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volume must be the one from which the data set was archived.) With
catalog-type references to cataloged non-VSAM data, IXR invokes an
information center-controlled volume selection process. For cataloged
data sets referenced through the catalog, the volume selection process
skips any volume containing a noncataloged data set with the same
name.

■ Reloading: IXR allocates the DASD space and reloads the data set from
the source on which it resides, either tape or disk. For disk-to-disk
reloads, IXR reloads the data set from the DSA. When the operation
completes, the data set is on disk and is correctly cataloged just as it was
before CA-ASM2 archival or backup. During the reloading, the data set
has a temporary name generated by IXR. This avoids the problem of
other users or jobs accessing the data during the reload.

When the reload finishes successfully, IXR renames and recatalogs the
data set as necessary to complete the operation. IXR builds a reload
information cell with IXR status fields in the IPC, providing an
indication in the archive or backup record that the data set was reloaded
by IXR. The disk staging area copy is deleted if there is a copy on a
CA-ASM2 tape.

Step 2. Finally, when all data sets associated with an IXR request complete these
steps, IXR sends the completion status of the data sets back to the IXR
intercept. This status information displays at the user's terminal or at the
system console for batch jobs or started tasks. Results that display at the
console also appear in the printed job log. Finally, the intercepted function
proceeds normally or fails depending on the success of the IXR request.
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7.4 IXR Messages and Interactive Mode

IXR communicates information about its actions. The final results of an IXR request
appear on the system console log for batch jobs and started tasks and on the user's
terminal for time-sharing sessions. IXR messages are easily identified. Each begins
with the prefix IXR and follows the normal conventions for CA-ASM2 messages. (All
IXR messages are listed and explained in the CA-ASM2 Messages guide). A user can
suppress IXR messages by specifying quiet mode, although this is not generally
recommended.

 7.4.1 Interactive Mode

As long as quiet mode is not in effect, an interactive mode is available. In interactive
mode, reload actions are preceded by an interactive dialog in which the user indicates
by response whether to permit IXR to perform each reload. This dialog takes place at
the terminal for time-sharing sessions and on the system console for batch jobs and
started tasks. Interactive status messages appear only if one or more data sets has
reloadable status. However, the user can select a verbose mode that displays status
information for data sets regardless of their reloadability status. IXR Processing
Options on page 7-13 describes the procedures for modifying default settings for quiet,
interactive, and verbose modes.

7.4.1.1 Interactive Dialog Example

In this example, a TSO user issues an ALLOC command for a cataloged data set that
is archived by CA-ASM2.

 READY

alloc da(misc1.text) dd(sysut1) shr
IXR�31�I IXR INQUIRY REQUEST STATUS (�4,���)

IXR�311I TSOA12.MISC1.TEXT (��4) - ARCHIVED, RELOADABLE

IXR�3��A REPLY GO, IGNORE, OR CANCEL:

 go
IXR�312I RELOAD REQUEST 1231 SUBMITTED TO IXR

IXR�3�3I WAITING ON IXR

IXR�3�3I WAITING ON IXR

IXR�31�I IXR RELOAD REQUEST STATUS (�4,���)

IXR�311I TSOA12.MISC1.TEXT (��4) - ARCHIVED, RELOADED

 READY

In this example, the message IXR0300A asks the user to respond with GO, IGNORE,
or CANCEL. The GO response instructs IXR to proceed with the reload processing,
leaving the ALLOC command suspended until IXR completes the reload. The
CANCEL and IGNORE responses actually produce the same result by bypassing the
reload and allowing the ALLOC command to fail. These two responses behave
differently only during job- or step-level staging operations where IGNORE means to
bypass doing the reloads but allow execution to proceed. (Other IXR intercepts
perform any required reloads.) If a user cancels in a job- or step-level staging
situation, IXR bypasses the reloads and actually cancels the job or job step out of

Chapter 7. Intelligent Transparent Restore (IXR) 7-11



7.4 IXR Messages and Interactive Mode

initiation. These staging issues usually only pertain to batch address spaces when they
do not use IXR's interactive mode.

Note:  If the user strikes the terminal attention key while IXR is waiting for a
response, IXR automatically assumes a CANCEL answer.

Following a GO response, the user's terminal remains suspended until the reload
operation completes in IXR. Depending on system load and other incoming IXR
requests, this may be a short period of time.

Note:  If the user strikes the terminal attention key while awaiting request completion,
IXR automatically converts the request to asynchronous processing and returns
control to the suspended command. In this case, expect the command to fail
since the data set is not yet available. IXR signals completion of the
asynchronous request back to the user by a SEND command with the LOGON
option.

In your information center, a user may have the option of replying ASYNC to the
IXR0300A message in addition to the above replies. If this is the case, ASYNC is
listed as a possible reply in the IXR0300A text. If a user replies ASYNC, IXR
schedules the request for asynchronous processing and the suspended command
resumes execution immediately. As with the attention key case just described, expect
the command to fail and a SEND command to indicate a reload completion.
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7.5 IXR Processing Options

A distinct set of processing options exists for each request constructed by an IXR
intercept. This section describes these options and their use.

IXR processing options affect the way IXR responds to each intercept request. Your
information center established default settings for all IXR processing options when
IXR was installed.

If your information center permits, a TSO user or other authorized person can modify
the default settings for options that IXR uses in a given situation by using reserved DD
statements or TSO file allocations that are normally specified as DUMMY. The
ddname portion of these statements is meaningful to IXR. Each begins with a special
two-character prefix followed by five or six characters that identify the particular IXR
option, its scope, and the desired setting.

Each option can have up to three scopes specified: job, step, and immediate.

■ Job-level options apply to all steps in that job unless overridden at the step or
immediate level. A job-level option must be coded in the first step of the batch
job.

■ Step-level options apply to all IXR actions that occur in the step in which the DD
statement appears unless they are overridden by immediate-level option DD
statements.

■ Immediate-level options apply only to IXR requests generated in the interval
during which they are allocated. Immediate-level options are used with TSO where
the user can allocate and free them when desired to vary IXR operations from one
TSO command to the next. They can be used in batch or started tasks also.

After IXR scans all user option DD specifications and uses them to modify the system
defaults, it applies an information center override facility. As with default settings, it
provides separate overrides for batch, TSO, and started tasks. The override capability
allows your information center to forcibly set or reset IXR options and thus control
their use by the end user.

If your information center wants to base option control on a finer distinction than just
the batch/TSO/STC distinction, an exit interface is available. IXR invokes
$IXRUROX, the IXR Reload Options Exit that runs in the intercepted user's address
space, after all the foregoing option-merging is completed. This exit examines and
modifies the options for each request. (For more information, see Chapter 4 in the
CA-ASM2 Planning Guide.)
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7.5.1 Job Control Statements

7.5.1.1 Setting User Options

The syntax for including IXR option changes in a batch job follows:

 J Y

 //X$SxxxN DD DUMMY

 I

where

The TSO command to specify an IXR option applies to immediate-level scope only.
The format follows:

 ALLOC FILE(X$IxxxN) DUMMY

See Examples on page 7-25.

Notes:

1. Your information center can change the X$ prefix, if desired. However, all
examples shown in this chapter assume X$ is the prefix.

2. If a ddname begins with the IXR option prefix but does not indicate valid option
information, IXR ignores the statement and issues no error or warning message.

3. Job-level options are in effect throughout the job unless overridden by a step-level
option, which applies only to the step in which it is specified. This concept is
analogous to the JCL JOBLIB and STEPLIB facility.

X$ = Prefix that identifies this as a statement used by IXR
J = Job-level scope (must be in first step)
S = Step-level scope
I = Immediate-level scope
xxx = Three-character acronym defining the option (see 7-16 for acronym

definitions)
Y = Yes, activate the option
N = No, do not activate the option
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7.5.1.2 Setting IXR Request Processing Priorities

Each IXR intercept has request priority options with the following acronyms:

JIP Job Staging Intercept priority

SIP Step Staging Intercept priority

99P Dynamic Allocation Intercept priority

2AP Allocation LOCATE Intercept priority

2VP VSAM OPEN Intercept priority

13P Non-VSAM OPEN Intercept priority

Each IXR intercept also has an acronym. See UJI, USI, S99, 26A, 26V, and 213
acronyms respectively, in Description of IXR Processing Options on page 7-16.

IXR services requests from the IXR intercepts in priority order. All intercepts can have
the same priority serviced in first-in, first-out order or the priorities can be different
with highest priority selected first.

Each intercept's priority have a value ranging from X'00' to X'FF' (0-255) with the
highest values indicating the highest priorities. Your information center assigns
priorities and normally the user is not permitted to modify them.

However, if your information center allows overriding priorities, the syntax for setting
these priorities follows:

 J

//X$Saaaxx DD DUMMY

 I

where

The TSO allocation to specify a priority option has the Y or N replaced by the priority
value as shown above.

X$ = Prefix that identifies this as a statement used by IXR
J = Job-level scope
S = Step-level scope
I = Immediate-level scope
aaa = Three-character acronym defining the priority option (JIP, SIP, 99P, 2AP,

2VP, 13P)
xx = Priority value in hexadecimal (00 to FF)
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7.5.2 Description of IXR Processing Options

This section lists each IXR processing option by name followed by its acronym and
scope. The acronym is the official name of the option. Use this acronym in any action
where you specify or code an option. Options are activated or deactivated by
specifying yes (Y) or no (N). See Job Control Statements on page 7-14 for the correct
command syntax.

Note:  You cannot specify all options at all three levels: job, step, and immediate.

Option: IXR Master
Acronym: IXR
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) IXR processing. If N is specified, the
result is as if IXR is not present in the system. IXR issues no messages and does not
reload data sets. Any attempt to access archived data sets results in a data set not
found condition or S213-04 abend.

Option: Job Staging Intercept
Acronym: UJI
Scope: Job

This option activates (Y) or deactivates (N) the job-level staging intercept. Job-level
staging means that CA-ASM2 analyzes availability (existence) of all data sets
referenced in the entire JCL job stream and submits requests to the IXR subsystem for
possible reloading of those that do not exist. Job staging takes place during job
initiation.

Acronym Option

IXR IXR Master
UJI Job Staging Intercept
USI Step Staging Intercept
S99 Dynamic Allocation Intercept
26A Allocation LOCATE Intercept
26V VSAM OPEN Intercept
213 Non-VSAM OPEN Intercept
DFR Defer Reloads until OPEN
INT Interactive Mode
QUI Quiet Mode
522 Prevent 522 Abend
CND Conditional Reload Processing
ASY Automatic Asynchronous Requests
IAS Interactive Asynchronous Requests
SEC Secondary Reload Permitted
VER Verbose Mode
FRC Force Reloads
26J JES3 LOCATE Intercept
X37 STOPX37 Multivolume Assist
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It is useful to disable this option for jobs that have many infrequently executed steps
(conditional steps, for example) since reloading all data sets accessed in the job is a
waste of resources.

Jobs that run without job-level staging have archived data sets reloaded by other IXR
intercepts and process successfully. The IXR job staging feature is optional. If the
feature is not installed, there is no effect on IXR operation.

Option: Step Staging Intercept
Acronym: USI
Scope: Job, Step

This option activates (Y) or deactivates (N) the step-level staging intercept. Step-level
staging means that CA-ASM2 analyzes the availability (existence) of all data sets
referenced in the step of the JCL job stream and submits requests to the IXR
subsystem for possible reloading of those that do not exist. If requested with job
scope, IXR processes each step in this fashion unless the option is overridden at the
step level. Step staging takes place during step initiation (before the program specified
on the execute statement begins execution).

Deactivating step-level staging does not affect job-level staging or any other IXR
intercepts. Jobs that run without step-level staging have archived data sets reloaded by
other IXR intercepts and process successfully.

Option: Dynamic Allocation Intercept
Acronym: S99
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) the dynamic allocation intercept. IXR
uses the dynamic allocation intercept to reload archived data sets when they are
dynamically allocated with an explicit DASD unit and VOLSER. Setting this option
to N prevents reloads that normally originate in this intercept.

TSO-style dynamic allocation takes steps to confirm that a data set is actually present
on disk. If a user specifies N, a TSO ALLOC command (with the VOL parameter) that
references an archived data set fails with the message IKJ56232I indicating that the
data set is not on the volume. For this reason, this option should be set to Y.

Note:  Dynamic allocations for cataloged data sets (which are more common) are
processed in the Allocation LOCATE Intercept.

Option: Allocation LOCATE Intercept
Acronym: 26A
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) this intercept for allocation of cataloged
data sets. IXR invokes this intercept any time MVS device allocation uses the MVS
catalog to find a data set. This includes catalog-type JCL references and dynamic
allocations that do not have the unit and volume specified. When associated with JCL
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allocations, this intercept executes during step initiation (before the program specified
on the execute statement begins execution).

While it is possible that all catalog-type references to archived data sets were
processed before this point using job-level or step-level staging, it is recommended that
this intercept not be disabled. If disabled, any IXR reloads that originate here return
data set not found indications.

Option: VSAM OPEN Intercept
Acronym: 26V
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) this intercept. This intercept, invoked at
OPEN, handles the access to a VSAM cluster if the cluster reference was not
intercepted and reloaded by any previous point.

Setting this option to N disables the IXR intercept for OPEN of a VSAM cluster. This
prevents the reloads of archived VSAM clusters that originate in this intercept. The
data sets affected by this intercept are noncatalog references to VSAM clusters (with
unit and volume specified) that are not processed by job-level or step-level staging,
and any JCL references to VSAM data when the DFR (Defer Reloads until OPEN)
option is in effect.

This is the last resort intercept for VSAM data. It is recommended that this option not
be disabled.

Option: Non-VSAM OPEN Intercept
Acronym: 213
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) this intercept. This intercept, invoked at
OPEN, handles access to non-VSAM data set references that are not intercepted at any
previous point.

Setting this option to N disables IXR processing during the OPEN of a non-VSAM
data set. Reloads that normally occur in this intercept are noncatalog references to data
sets not processed by job-level or step-level staging, or any JCL references to
non-VSAM data where the Defer Reloads until OPEN (DFR) option is in effect.

This is the last resort intercept for non-VSAM data. It is recommended that this
intercept not be disabled.

Option: Defer Reloads until OPEN
Acronym: DFR
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) reloads for archived data sets until OPEN.
If set to Y, IXR does not perform actual reloads for archived data sets until the
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program issues an OPEN. This disables job- and step-level staging and prevents
reloads out of the Allocation LOCATE (26A) Intercept.

This option is intended primarily for batch jobs that contain JCL references to data sets
that are seldom or never actually opened. If the data sets are never opened, they do not
need to be reloaded.

This option is desirable for a job run nightly that has many DD statements referencing
a large number of data sets, many that are only actually opened on an occasional basis.
Using this option limits IXR reloads to only those data sets that are actually used in a
given run of the job. This can save substantial reload activity at the expense of losing
the more efficient staging functions.

There are two instances in which this option does not prevent a reload before OPEN.
One is when a data set is referenced through dynamic allocation. Whether the
reference hits the dynamic allocation intercept or the allocation LOCATE intercept,
IXR always treats the reload as undeferrable because TSO-style dynamic allocation
issues an OBTAIN to ensure the data set being allocated is actually on disk. Since
IXR cannot intercept or prevent the OBTAIN, it must reload the data set to create a
VTOC entry that satisfies that OBTAIN.

The second non-OPEN reference that cannot be deferred is when you use
DCB=dsname notation to specify DCB attributes for a data set. Because MVS
allocation uses OBTAIN to read the DSCB for dsname, IXR must reload dsname if it
is archived so that the OBTAIN succeeds. The reload, if any, for the data set whose
DD specifies DCB=dsname can be deferred. It is only the data set referenced by the
DCB parameter whose reload is undeferrable.

Option: Interactive Mode
Acronym: INT
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) interactive mode. Interactive mode allows
the user or operator to decide whether to allow IXR to reload archived data sets. When
a request runs interactively, IXR determines the archive status of the associated data
set and issues descriptive messages to the terminal (TSO) or the system console (batch
and started task). The user or operator can reply GO, CANCEL, IGNORE, or possibly
ASYNC.

Interactive mode is primarily for TSO users. It is not reasonable to expect system
operators to make decisions for batch and started task address spaces. An issue of
critical concern is whether the interactive user is allowed to reply ASYNC to the
dialog query. This option is normally set to Y for TSO sessions and N for batch jobs
and started tasks.

Note:  If the quiet mode (QUI) option is set to Y, interactive mode (INT) is disabled
regardless of the INT option setting.
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Option: Quiet Mode
Acronym: QUI
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) quiet mode. In quiet mode, no IXR
request processing messages appear at a user's terminal or on the system console log.
It is recommended that quiet mode not be activated because it is very difficult to
determine IXR action and to trace any problems in this mode.

Note:  When quiet mode (QUI) is active, interactive mode (INT) is disabled
regardless of the INT option setting.

Option: Prevent 522 Abend
Acronym: 522
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) system 522 abends. If this option is set to
Y, a job or user waiting on IXR activity is not terminated because of MVS System
522 (wait time exceeded) abend. IXR simply posts the waiting task into momentary
execution at periodic intervals. Assuming the intervals are shorter than your
information center's wait time limit, no 522 abend occurs.

The operation of this feature is governed by two IXR startup parameters: a POST
interval and an interval count. The POST interval is the amount of time between
POSTs of the waiting task. This value should be at most several seconds less than
your information center's wait time limit for the feature to work correctly. The interval
count is the number of POST intervals to go through between activity indicator
messages. This message, IXR0303I WAITING ON IXR, signals the user that
something is happening and that the TSO session or job is not hung up or idle.

If a POST interval of zero is set at IXR startup, this feature is inoperative. If an
interval count of zero is set, IXR never issues the activity message but the 522 abend
prevention is still effective.

If this option is set to N and a job or session does abend, any IXR reloads in progress
still complete.

Option: Conditional Reload Processing
Acronym: CND
Scope: Job

This option activates (Y) or deactivates (N) conditional reload processing. When the
option is set to Y, IXR treats job-level staging requests as conditional. It allows IXR to
predict a 213 abend or data set not found condition and prevents the job from
executing. IXR looks at all data sets the job references and returns an available,
reloadable or unavailable status for each data set.

With this option, IXR does not perform any reloads unless all data sets referenced by
the job are either available on DASD or are reloadable. If one or more data sets are
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unavailable to IXR, it performs no reloads and cancels the job before initiation
(resulting in JCL error termination).

This option is useful for preventing job-staging reload activity in jobs that ultimately
fail with a JCL error (data set not found) or 213 abend.

Use caution in applying this option. It can cause unwanted job cancellation. For
example, if a job stream creates a data set using other than JCL allocation and
references that data set in subsequent JCL, IXR erroneously cancels the job. A typical
example of this involves the use of IDCAMS to DEFINE a VSAM cluster followed by
one or more references to the cluster in JCL statements. The job staging intercept
cannot see the creation information because it is embedded in the IDCAMS SYSIN
file rather than coded in JCL. Thus, when the intercept encounters references to the
created cluster in JCL (with DISP of OLD or SHR), it assumes that the cluster should
already exist either on DASD or in archives. Since the intercept is actually executing
before IDCAMS, IXR finds the data set to be unavailable on DASD and not
reloadable from archives. A similar (though less common) phenomenon can occur for
non-VSAM data sets that are created using the OPEN TYPE=J facility or dynamic
allocation with a DISP of NEW.

Option: Automatic Asynchronous Requests
Acronym: ASY
Scope: Job, Step

This option activates (Y) or deactivates (N) automatic asynchronous requests.

When set to Y, this option allows processing to begin without the archived data sets
being reloaded. IXR reloads and processing occur asynchronously. IXR considers a
given reload to be deferrable if the user's job or command can actually begin execution
without the archived data being present on disk. Most reloads that originate in
job-level and step-level staging are deferrable. IXR treats reloads that originate in the
allocation LOCATE intercept and that are not associated with dynamic allocation as
deferrable.

This option is most effective for jobs that can perform some processing before data
that might be archived is actually needed (before they are opened). An example is a
multistep job in which the first step runs for a long time creating data for use in
subsequent steps that also access potentially archived data sets. Assuming job-level
staging is in use, IXR notices any archived data sets used by the later steps and begins
reloads at job initiation time. With this option, the job proceeds with initiation as soon
as the reloads are scheduled rather than waiting (or being rescheduled). This permits
the first step to execute concurrently with IXR reloads needed by later steps. If the
later steps begin execution before the reloads complete, they are intercepted and wait
until the in-progress reloads complete.

This option reduces overall run time for job streams by allowing overlapped execution
and IXR reloads.
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Option: Interactive Asynchronous Requests
Acronym: IAS
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) interactive asynchronous requests. It is
similar to ASY except that it applys only to interactive users.

This option allows TSO users to schedule reload requests through IXR without having
to wait at the terminal for the extended period of time that occurs with synchronous
reload processing. In interactive mode, IXR sends an inquiry to a TSO user asking
what action to take when a reload is necessary. The user can reply GO, IGNORE, or
CANCEL. If this option is set to Y, the user can enter another reply, ASYNC.
ASYNC has the same effect as a GO response except that the intercepted function
does not wait on reload completion. Typically, this causes the intercepted operation
(usually a TSO command) to fail because the data sets involved are not yet reloaded.
However, IXR continues to process the reloads asynchronously. As each reload
completes, the user receives a SEND message indicating reload completion status.

Setting this option to Y does not cause asynchronous reload processing. It only
indicates permission for the user to reply ASYNC to message IXR0300A. It is through
default, override, and exit routine manipulation of this option that your information
center controls the bulk of TSO access to IXR (assuming TSO users avoid the GO
response that results in synchronous reload processing). Actually, a user can fake
asynchronous processing without this option by simply replying GO to IXR0300A and
then terminating the logon session. If your information center wants to deny users
access to IXR, set the IXR Master (IXR) option to N.

You can also use this option with non-TSO address spaces that are executed with the
interactive IXR option. In the case of batch job-level and step-level staging, the effect
of an ASYNC reply is essentially the same as the auto-async (ASY) option.

Note:  This option is meaningful only when interactive mode (INT) is Y and quiet
mode (QUI) is N.

Option: Secondary Reload Permitted
Acronym: SEC
Scope: Job, Step, Immediate

This option activates (Y) and deactivates (N) secondary reloads. If this option is set to
Y, a user can reload the same archive to DASD a second time. IXR operates on the
philosophy that a data set exists in only one place, either on DASD or on the archive
tape. When IXR reloads from tape to DASD, the location of the data set becomes the
DASD volume only.

Because secondary reloads can create integrity problems, it is recommended that this
option never be set as a default no matter how convenient it may seem. Secondary
reloads and associated integrity issues are discussed in the section titled Nonstandard
Data Management Actions in the CA-ASM2 Planning Guide.
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Option: Verbose Mode
Acronym: VER
Scope: Job, Step, Immediate

This option activates (Y) and deactivates (N) verbose mode. If set to Y, IXR displays
the results of all inquire requests even if there are no data sets requiring reload.

It is recommended that this option not be set on as a default for interactive users. The
IXR inquiry result messages can sometimes appear unexpectedly and in a confusing
way. For example, IBM's ISPF sometimes issues a dynamic allocation request
expecting it to fail with a data set not found error. With verbose mode on, IXR
analyzes the failed allocation and displays messages IXR0310I and IXR03111I to
indicate that it could not select a particular data set. Since the failed allocation is not
really an error from ISPF's perspective and is not a problem to the user, the sudden
appearance of the IXR messages can mislead the user into thinking something is
wrong.

The verbose mode option is intended primarily for situations where it is necessary to
know exactly what IXR did or did not do in a given situation.

Note:  This option is meaningful only when interactive mode (INT) is set to Y.

Option: Force Reloads
Acronym: FRC
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) forced reloads.

If IXR attempts to reload an archive and finds that it can not successfully open or read
the archive tape, IXR flags the archive record in the IPC as not reloadable. Subsequent
attempts to reload the same archive through IXR fail immediately due to this flagging.
If Force Reload is set to Y, IXR tries to reload an archive regardless of the not
reloadable indication in the IPC.

Do not set this option to Y as a default or repeated reload attempts for an unusable
archive may result in your system.

Option: JES3 LOCATE Intercept
Acronym: 26J
Scope: Job

This option activates (Y) or deactivates (N) this intercept. It is required for the JES3
procedure and is only applicable for this function.

To use IXR under JES3, you must set this option to Y. IXR then intercepts each return
code when JES3 CI (Converter-Interpreter) issues an SVC26 locate for a data set and,
if it is a data set not found, searches the IPC for the name of the requested data set. If
the data set is cataloged there, IXR returns a list of DASD volumes to JES3 CI, and
later reloads the data set to one of them. If the data set is not a candidate for IXR
reload, IXR returns a data set not found.

Chapter 7. Intelligent Transparent Restore (IXR) 7-23



7.5 IXR Processing Options

The default for this option is N which disables the IXR intercept at JES3 LOCATE.
This means that when JES3 CI issues an SVC 26 LOCATE for a data set that is not
online, IXR returns a data set not found, and JES3 CI issues an EXPRESS CANCEL
for the job that requested the data set.

Option: STOPX37 Multivolume Assist
Acronym: X37
Scope: Job, Step, Immediate

This option activates (Y) or deactivates (N) STOPX37 which can spread reloaded data
sets onto more than one volume.

If set to Y (activate) and the IXR startup parameter STOPX37(YES) has been
specified to indicate STOPX37 is installed on a system, IXR selects the volume with
the most space, allocate as much space as is needed or is available, and then begin the
reload. IXR sets up the catalog environment specifically for STOPX37 to add volumes
when needed. The temporary data set name is cataloged before the reload of the data
set begins. A reserved DD allows controlling the STOPX37 at the job, step, or
immediate level. The ddname is X$aX37b where a is J, S, or I, and b is Y or N.

The default for this option is N (deactivate).
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 7.5.3 Examples

Example 1: Batch job with multiple steps.

In this example, your information center established NO as the batch default for 522
abend prevention and step-level staging, and YES as the default for job staging. You
want to disable job staging and activate step staging because the second step (which
references several large, possibly archived, data sets) seldom executes. Also, you want
522 abend prevention activated and interactive IXR execution on the second step.

Presumably, the system operator knows how to respond to the batch interactive dialog
that appears at the console.

//TRA6��W JOB (8222,B3��),'BUDGET CYCLE 1',CLASS=E

//�

//ACCUM EXEC PGM=TRA611

//X$JUJIN DD DUMMY DISABLE JOB STAGING

//X$JUSIY DD DUMMY ENABLE STEP STAGING

//X$J522Y DD DUMMY ENABLE 522 ABEND PREVENTION

//TRAFILE1 DD DISP=SHR,DSN=TRA.RTRANS(�)

//TRAFILE2 DD DISP=SHR,DSN=TRA.RTRANS(-1)

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=D

//TRACCUM DD DISP=OLD,DSN=TRA.ACCUM.MASTER,DCB=BUFNO=3

//�

//CLEANUP EXEC PGM=TRA615X,COND=ONLY

//X$SINTY DD DUMMY ENABLE INTERACTIVE MODE

//TRACCUM DD DISP=OLD,DSN=TRA.ACCUM.MASTER

//LOGFILE DD DISP=SHR,DSN=TRA.AJOURN.LOG,DCB=BUFNO=16

//LOGHISTY DD DISP=SHR,DSN=TRA.AJOURN.HIST

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=D

//TRASTAT DD DISP=OLD,DSN=TRA.CURR.STATUS,DCB=BUFNO=1

//�

//REPORT EXEC PGM=TRA612

  ...
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Example 2: TSO Session

This example sets options to permit asynchronous IXR processing and verbose mode.
The subsequent ALLOC command is for an archived VSAM cluster for which
asynchronous processing is requested. Because asynchronous processing gives control
back to the ALLOC function before IXR reloads the data set, the command ALLOC
fails. Later, a SEND command from IXR notifies the user of reload completion.

 READY

alloc file(x$iiasy) dummy
 READY

alloc fi(x$ivery) dum
 READY

alloc fi(syslib) da(brtest.load) shr
IXR�31�I IXR INQUIRY REQUEST STATUS (�4,���)

IXR�311I $CSG45.BRTEST.LOAD (��4) - ARCHIVED, RELOADABLE

IXR�3��A REPLY GO, IGNORE, CANCEL, OR ASYNC:

  async
IXR�312I RELOAD REQUEST 244 SUBMITTED TO IXR

IXR�31�I IXR RELOAD REQUEST STATUS (�4,��4) - SOME DATA SET(S)

  UNAVAILABLE

IXR�311I $CSG45.BRTEST.LOAD (��8) - UNAVAILABLE (�76,X'C�8�')

IKJ56228I DATA SET $CSG45.BRTEST.LOAD NOT IN CATALOG OR CATALOG

CANNOT BE ACCESSED

IKJ567��A ENTER DATA SET NAME -

("PA1" key is hit)
 READY
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7.6 IXR Operating Commands

IXR requires very little action from the system operator other than mounting tape
volumes for tape-to-disk reload operations. Although IXR is automated and requires
little or no active decision making, there is an occasional need for operator inquiry and
even intervention. At a minimum, an operator must know how to start and stop IXR.
There are times when an operator needs to determine what work IXR has in progress,
either generally or for a specific job or TSO user. An operator may also need to
cancel IXR requests. Finally, because the control of tape devices in MVS systems is
still largely a manual process, operators sometimes must modify the allocation of tape
devices by IXR.

To support these and other requirements, IXR provides operator commands that are
entered directly at the system console or scheduled through SVC 34. All IXR
commands begin with a unique character not used for any other (non-IXR) commands.
This chapter uses the equal (=) sign as the default command character. However, this
character is an IXR startup parameter and your information center can modify it as
desired.

 7.6.1 Starting IXR

IXR is normally executed as an MVS started task using a JCL procedure placed in
SYS1.PROCLIB. The procedure name and the name used on the START command is
always IXRAxxxx, where xxxx is a one- to four alphanumeric character suffix. Do not
use, under any circumstances, only the four characters IXRA as it causes MVS to
execute IXR without JES services such as SYSOUT processing.

IXR uses no START command parameters. However, you can define symbolic
parameters in the IXR JCL procedure for use with the START command or execute
statement. A common technique is to indicate an IXR startup parameter member. (IXR
startup parameters are described in the CA-ASM2 Planning Guide.) If your
information center does this, Computer Associates recommends specifying a default
value in the PROC statement so the system operator does not have to specify the
symbolic parameter when issuing the command. This is illustrated here:

//IXRA1 PROC M=IXPA�

 //IXRA1 EXEC PGM=$IXRMAIN,...

 .

 .

 //$IXRPARM DD DISP=SHR,DSN=SYS1.PARMLIB(&M)

 .

 .
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With this arrangement, issuing an S IXRA1 command causes your system to use
SYS1.PARMLIB(IXPA0) as default IXR startup parameters. If you want to use a
different member, you can specify it when issuing the START command:

 S IXRA1,M=IXPTEST

Your data center may want IXR to start automatically as an adjunct to an MVS IPL.
To do this, include an appropriate START command for IXR in a COMMNDxx
member of SYS1.PARMLIB. Do not forget that the operator may still have occasion
to start IXR manually.

To manually bring up IXR, the operator issues the following start command: S
IXRAxxxx, where xxxx is a unique one- to four-character suffix assigned by your
information center. Generally, IXR initialization does not require interaction from the
operator. However, the operator should closely examine messages issued during
initialization because they can indicate some error or warning condition encountered by
the various initialization processes. The only exception is the VSAM informational
message that MVS may issue when the IPC is opened. This is message IEC161I with
codes 056-084 and/or 062-086. The operator can expect this message if IXR is running
on another system or if IXR previously ended due to abnormal termination or system
failure.

IXR initialization ends with the following message: IXR0610I IXR NOW
AVAILABLE FOR USE

IXR is not required to run as a started task. If desired, your information center can
execute IXR as a batch job instead. One reason for doing this is to assign conventional
accounting code parameters on the JOB statement. If IXR is to be run as a job,
Computer Associates recommends using a JCL procedure like the one used for started
task execution. For example:

//IXRA1 JOB (12345,B33C),'IXR SUBSYSTEM',...

 //IXR EXEC IXRA1,M=IXRBATCH

 //

For more information on IXR, see the CA-ASM2 Planning Guide.

 7.6.2 IXR Termination

Occasionally, the operator may need to bring IXR down. For example, if your
information center executes IXR only during certain hours or shifts, and terminates it
at the end of these periods. Or, your information center may want to terminate IXR as
part of an orderly shutdown of the entire MVS system.

Whatever the reason, IXR is brought down with one of its own commands, which
looks like this:

 =STOP$IXR[,DUMP][,SHORT/LONG/PERM]
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The definitions of SHORT, LONG and PERM are the same as if specified on the
IXR0706A WTOR message, but the IXR0706A message is suppressed when a
duration is specified on the =STOP$IXR command. When both the DUMP parameter
and a duration parameter are specified, they can be specified in any order, for
example, =STOP$IXR,DUMP,SHORT or =STOP$IXR,SHORT,DUMP.

If the operator is bringing IXR down because of a problem, it may be desirable to
cause a dump as a part of termination. This is done by following the termination
command with ,DUMP, like this:

 =STOP$IXR,DUMP

The DUMP option actually causes IXR to terminate abnormally with a user completion
code 0069 that, in turn, causes the system to generate a dump.

The shutdown process initiated by =STOP$IXR allows IXR requests in progress to
complete whatever processing stage they are in before termination proceeds. This
means that termination can take up to several minutes depending on activity in
progress.

If it is necessary to bring IXR down suddenly and without delay, the normal MVS
CANCEL (C) command is used, like this:

C IXRAxxxx,

 or 

C IXRAxxxx,DUMP

(if a dump is desirable as a part of termination)

where xxxx is the same one- to four-character suffix used in the IXR start command.
If IXR is canceled, it abends with system completion code 222 (or, if DUMP is
specified, 122).

Whichever method is used to terminate IXR, a WTOR message (IXR0706A) appears
asking the operator if the IXR outage is to be short, long, or permanent. The reply
determines how IXR deals with address spaces that are suspended with in-progress
IXR requests. If the reply is SHORT, all in-progress IXR requests simply wait until
IXR is back up, then resume execution. If the operator enters LONG, IXR asks each
user with in-progress IXR activity whether to wait for IXR to come back up. For TSO
users, this query appears at the terminal. For batch jobs and started tasks, the query
appears at the system console. Finally, if the reply is PERM (permanent), in-progress
IXR requests simply terminate without a query.
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 7.6.3 Recycling IXR

If IXR must be recycled for any reason, such as to free up user catalog allocation
which was done by SVC 26 LOCATE, the following is the recommended procedure to
use:

1. Issue both a =TD,T0 and =TD,P0 command telling IXR that it should stop using
TEMPorary and PERManent drives for reloads. After these commands are issued,
IXR reloads in progress continue with TEMP and PERM drives unallocated after
current reloads stop.

2. Issue an S IXRASUBS command to startup another copy of IXR. This copy of
IXR initializes up to the point just before activating itself as the IXRA subsystem,
and waits for the active IXR subsystem to terminate. ENQ resource
RNAME=IXRA and QNAME=INITSSVT is used for this synchronization.

3. Monitor IXR's reload activity with the =DD command (display devices). The line
in the command report (sent to the system log) "NUMBER OF DEVICES
ACTIVE" shows the number of reloads in progress. Repeatedly issue =DD
command until no reloads are in progress.

4. With reload drive activity stopped, issue a =STOP$IXR command. The active
IXR subsystem terminates and the new IXR subsystem start ups immediately. Use
SHORT as the reply to the IXR0706A message.

■ Reloads scheduled to be done when the active IXR terminated are automatically
requested of the IXR subsystem, except for ASYNCed reload requests. IXR
reprompts interactive users for GO, IGNORE, CANCEL, ASYNC if they had
replied GO to a previous reload prompt.

IXR uses MVS multitasking facilities to schedule reloads on multiple reload drives,
and to perform reload analysis, completion of reloads and user notification. When
bringing IXR down with the =STOP$IXR command, IXR notifies each subtask that
termination is in progress and wait a maximum of a few minutes for all the tasks to
end. If any do not end, IXR forces them down with DETACH. Since the reload tasks
only check for IXR termination at the completion of a reload, this procedure helps
ensure an orderly shutdown with less risk of task DETACHs occurring at a point in a
subtask which would prevent IXR from terminating successfully.

7.6.4 IXR Display and Control Commands

While IXR is executing, the operator can use IXR commands to display current IXR
activity and modify tape device allotments or default IXR processing options. IXR
display and control commands are similar to JES2 commands. These commands
process IXR requests, IXR request processing options, and reload tape devices or
pools.

The operator identifies requests by the request ID or number between 1 and 9999. No
two requests in the system ever have the same number. Since a given IXR request may
involve multiple data sets, each data set within a request has its own number between
1 and 9999. When a command involves an entire request, the operator uses notation
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Rnnnn, where nnnn is the one- to four-digit request ID number. If only a single data
set within a request is the subject of a command, the operator appends the data set
number to the request number following a .D. For example:

 =CA,R244.D3

is a command to cancel IXR activity for data set entry three within IXR request 244.
If the operator enters:

 =CA,R244

all of the data sets in request 244 cancel. The command =DA displays IXR requests and
=CA cancels them. When the operator enters the cancel command, IXR does not
immediately halt activity for the request or for a data set within the request. IXR can
terminate a request only at certain points during its processing. The cancel command
only flags the request or data set that cancellation was issued, and the actual
termination and purging takes place later.

7.6.4.1 Request Display Commands

All IXR commands that display request information begin with the basic command:

 =DA

If the operator issues this command with no other operands, IXR displays a summary
of all IXR activity. The summary includes the number of requests and data sets in
each request processing phase. It does not provide information about individual IXR
requests.

The operator can produce a more detailed display with individual request data by
following the DA command with R, like this: =DA,R

A single line of information displays for each request currently in IXR. This
information includes the request ID number, the associated job, TSU or STC name, the
number of data sets in the request, and the current processing phase of the request.

In addition to the above information, this command shows a descriptive line for each
data set within each request displayed. To request a detailed display, the R is followed
with a D, like this: =DA,R.D

Note:  Use caution in applying the R.D display. If your system is busy, the result can
be a very lengthy display.

To limit the requests included in all of the above displays, use qualifiers on the display
command. To limit the request to a particular processing phase (P), add ,P=xxxx to the
command. Replace the xxxx with PEND, ANLYS, or SCHED to designate the
PENDing phase, the ANaLYSis phase, and the SCHEDuled phase. For example, to get
a line-per-request display of requests in the scheduled phase, the operator enters:

 =DA,R,P=SCHED
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The same qualifying criteria can be applied to the summary display (=DA,P=xxxx) or
the very detailed display (=DA,R.D,P=xxxx).

This qualifier displays only those requests that have a particular job, TSU, or STC
name, or whose name begins with a particular generic prefix. Specify this qualifier as
,J=xxx, where xxx is replaced with a specific one- to eight-character job name or a
one- to seven-character generic job name prefix followed by an asterisk *. For
example, to display all request and data set information in IXR for a job called
AVR023B, the operator enters:

 =DA,R.D,J=AVR�23B

To get the same display but for all jobs in the system whose name begins with AVR,
the operator enters:

 =DA,R.D,J=AVR�

To get a request display using a data set name criteria for the data sets within the
request, specify ,D=xxx, where xxx is replaced with a 1- to 44-character data set name
or a 1- to 43-character generic data set name followed by an asterisk. With this
criteria, a request displays only if it contains one or more data set entries matching the
full or generic name.

Combining these display qualifiers provides some very creative criteria. When
combined, they are simply strung out at the end of the command. Their order is not
important. For example, to display all IXR requests for time-sharing users that
reference a data set called SYSA.CMDLIB, the operator enters:

 =DA,R,D=SYSA.CMDLIB

The D= specifies the data set name criteria.

A single IXR request can be displayed by appending the IXR request ID number to the
,R part of a request display. For example, to display information about request number
247, the operator enters:

 =DA,R247

The request number does not have to include leading zeros when it is less than 1000.
With this type of single-request display, a detail line for each data set in the request
appears just like in the R.D form of the other display commands. The .D does not
have to be included unless a display of a single data set within a single request is
wanted. For example, =DA,R231�.D4 displays only data set entry 4 within request
number 2310.
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7.6.4.2 Request Cancel Commands

The Cancel Activity command cancels an entire IXR request or a single data set entry
with a request. The operator must know the IXR request number which can be
obtained from any of the display commands previously described except the summary
=DA command.

To cancel an entire IXR request, the operator enters: =CA,Rnnnn, where nnnn is the
one to four digit IXR request ID number. Issuing this command cancels all data set
entries in the request that are not completed by IXR. This, in turn, causes the request
to complete and IXR to post the results back to the user or job.

To cancel activity for only a single data set within an IXR request, the operator enters:
=CA,Rnnnn.Dmmmm

where nnnn is the request ID number as above, and mmmm is the data set entry
number within the request. Canceling a single data set entry within a request does not
disturb any other data set entries in the request. If the canceled data set was the only
data set in the request, or if all others already completed, the result is as though the
entire request was canceled.

Request and data set cancellation in IXR is not synchronous. That is, the cancel
operation does not take effect directly as a result of the command. Instead, the cancel
command only marks the request or data set as canceled. Actual cancellation and
purging usually takes place somewhat later when the cancel marking is noticed by
whatever IXR process is currently working on the request or data set. Most of the
time, the delay involved is so brief that it goes unnoticed.

When data sets or entire requests are canceled, IXR completes them with error
completion codes that indicate cancellation. IXR displays these codes, somewhat like
abend codes, back to the TSO user in a terminal message or job log message (batch or
STC).

7.6.5 IXR Option-Related Commands

IXR has many options for each incoming request. These options control the behavior
of the request in a variety of ways, ranging from whether to display IXR request
results to whether to invoke IXR at all. At IXR startup, your information center
specifies defaults for these options. If allowed by your center, an individual user or job
can modify the options to suit a particular application. Through using overrides, your
information center exercises ultimate control over option settings and thus can prevent
users from modifying selected options. IXR has commands to display and modify
both the default request options and any specified overrides. There are three sets of
options and overrides: one for time-sharing users, one for batch jobs, and one for
started tasks.
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7.6.5.1 Request Option Display

The Display Options command (=DO) displays both default and override options. The
command is followed by a comma and two letters that indicate the desired options.
The first of the two letters indicates which option to set: T (time-sharing), B (batch
job), or S (started task). The second letter indicates whether to display Defaults (D),
AND-overrides (A), or OR-overrides (O).

For example, to display the default request option settings for TSO users, the operator
enters: =DO,TD

This results in a fixed-size display with one line per option, about 26 lines in length.

To display the AND-override settings for batch jobs, the operator enters: =DO,BA

7.6.5.2 Request Option Modification

On occasion, the operator may need to change the default or override settings for a
group of IXR options. The command to modify option settings (=TO) includes a
parenthesized list with the new settings.

For example, to modify batch job default options, the operator enters:

 =TO,BD(opt1,opt2,...),

where opt1,opt2,... are option keyword specifications. Only the options specified in the
parentheses are changed. All other option settings remain undisturbed. This is true for
both defaults and overrides.

7.6.6 IXR Tape Device Commands

IXR allows a mixture of two classes of tape device: permanent and temporary. A
permanent tape device is one that IXR allocates at initialization and keeps allocated for
the entire time that IXR is active regardless of the workload. A temporary tape device
is one that IXR only allocates if the workload requires it. It releases the device to
MVS as soon as it is no longer needed. In your system, IXR may be assigned zero or
more of these devices.

Each available tape device is always in one of two states: idle or assigned. An
assigned tape device is one that is selected for processing. When permanent tapes are
idle, they are still allocated (in the MVS sense) to IXR. When temporary tapes become
idle and there are no waiting reloads for unmounted tape volumes, IXR unallocates the
tape device making it available to other jobs or users.
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7.6.6.1 Device Display Command

The Display Device command displays the status of reload device activity. It shows
the following:

■ Total number of tape devices allocated to IXR
■ Number of active tape devices
■ Maximum number of simultaneous DSA reloads allowed
■ Number of DSA reloads in progress

The display provides a detail line for each assigned device that shows the tape volume
and the number of data sets queued to be reloaded from that volume. DSA reload
volumes have a (D) appended to their VOLSER.

The operator can determine when to allocate more tape devices to IXR and remove
allocated devices. To display reload device status, the operator enters: =DD

A sample output of the command is:

IXR�18�I IXR DISPLAY DEVICE COMMAND

NUMBER OF TAPE DEVICES AVAILABLE 2

NUMBER OF TAPE DEVICES ACTIVE 1

MAXIMUM SIMULTANEOUS DSA RELOADS 3

NUMBER OF DSA RELOADS ACTIVE 2

CUU VOLSER REQUEST ID RELOAD COUNT

478 ��7416 R�221.D���3 ����1

1F1 ARC��1(D) R�29�.D���1 ����1

1F2 ARC��2(D) R�25�.D���8 ����1

See the CA-ASM2 Messages guide for a complete explanation of the output for
message IXR0180I.

7.6.6.2 Reload Device Drain/Start Command

The Modify Device command (=TD) changes the number of permanent or temporary
tape devices, or the maximum number of simultaneous reloads from the DSA.

To change the number of permanent tape devices allocated to IXR, the operator enters:
=TD,Pnnn

where nnn is (1) the absolute number of tape devices or (2) a signed integer (such as
+3 or -4) indicating that value is to be added to or subtracted from the current number
of permanent tape devices.

To change the number of temporary tape devices allocated to IXR, the operator enters:
=TD,Tnnn

where nnn is (1) the absolute number of tape devices or (2) a signed integer (such as
+3 or -4) indicating that value is to be added to or subtracted from the current number
of temporary tape devices.

Chapter 7. Intelligent Transparent Restore (IXR) 7-35



7.6 IXR Operating Commands

To change the maximum number of simultaneous reloads from the DSA, the operator
enters: =TD,Dnnn

where nnn is (1) the absolute maximum number of simultaneous DSA reloads or (2) a
signed integer (such as +3 or -4) indicating that value is to be added to or subtracted
from the current maximum number of simultaneous DSA reloads.

The =TD command issues message IXR0185I to provide information on the number of
devices available. For example:

=TD,T4 Changes the number of temporary devices to four.

 =TD,P+3 Adds three tape drives to the number of permanent devices.

 =TD,T-5 Subtracts five tape drives from the number of temporary

 devices.

7.6.6.3 Tape Request Cancel Command

The Cancel Device command (=CD) cancels reload activity for a specific tape device.
The operator may need to cancel reload activity if the tape required to do the reloads
is not available. To cancel the reload task for a device, the operator enters: =CD,cuu
or =CD,%cuu

where cuu is the device address, and %=P/T/M Perm/Temp/M860.
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7.6.7 Quick Reference to Operator Commands

This information provides a quick reference to IXR operator commands and command
format.

Command Function

S IXRAxxxx Start IXR (MVS start command)

=STOP$IXR
=STOP$IXR,(SHORT/LONG/PERM)
=STOP$IXR,DUMP

Stop IXR
Specify duration of outage
Dump option

C IXRAxxxx
C IXRAxxxx,DUMP

Cancel IXR (MVS cancel command) C
Dump Option

=DA
=DA,R/R.D,P=xxxx.J/T/S=xxxx*.D=xxxx*

Display Activity
(R=request number)
(R.D=data set number within request)
(J/T/S=job, TSO, or STC name or start of name)
(D=DSNAME or start of name)
(P=process chain)

=CA Cancel Activity
=CA,Rnnnn.Dmmm

(Rn=request number)
(Dm=data set number within request)

=DO Display Options
=DO,XY

(X=B-batch, T-TSO, or S-STC)
(Y=D-defaults, A-AND overrides, or O-OR overrides)

=TO Modify Options
=TO,XY(opt1,opt2,..)

(X=B-batch, T-TSO, or S-STC) (Y=D-defaults,
A-AND overrides, or O-OR overrides) (opt=option)

=DD Display Device Status

=TD
=TD,%nnn
=TD,%+nn
=TD,%-nn

Modify Device
(%=p/t/d) (n=new count)
(%=p/t/d) (n=add to existing count)
(%=p/t/d) (n=subtract from existing count)

=CD
=CD,%Cuu
=CD,Cuu

Cancel Tape Device
(%=P/T/M Perm/Temp/M860) (Cuu=device address)
(Cuu=device address)
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 Chapter 8. Migration

The CA-ASM2 migration facility moves data from one device to another, either tape
or disk, while maintaining immediate access to the data (except while actually
moving/reblocking the data). Unlike archived data, which is unavailable until reloaded,
migrated data is accessible immediately. It can migrate both sequential and partitioned
nonkeyed data sets to disk, but only sequential data sets to tape. This facility can
reblock data sets to new block sizes that are compatible with the target volumes.

Data sets may be moved freely between SMS and non-SMS controlled volumes.
When moving data sets to SMS controlled volumes, separate SMS classes may be
assigned to each data set moved, but your information center's ACS routines may
override any or all class specifications.
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8.1 Migration to Tape

Migrating data sets to tape reclaims the disk space they occupied, while ensuring users
transparent access to their data.

This requires simply adding one SYSIN parameter, $RECATLG, to the UNLOAD30
step of a CA-ASM2 archive procedure such as ASM2SYSA. Although CA-ASM2
archival facilities accomplish the data movement, this is conceptually a migration
rather than an archival.

The $RECATLG parameter causes CA-ASM2 to recatalog (to the receiving tape
volume) all successfully migrated sequential data sets. Only sequential data sets are
eligible to be recataloged since only sequential data sets can be accessed directly from
tape.

The essential difference between migration and archival is that migration scratches the
source data set, yet maintains direct accessibility to the data set on tape. With archival,
the same data set would not be recataloged and subsequent access by the user would
first require a CA-ASM2 reload from archive command.

 8.1.1 Transparent Access

Transparent access to inactive sequential data sets has three problems:

1. Data on tape must retain its disk block size, which is often inefficient. The
CA-ASM2 archival/backup facility normally blocks unloaded data at 32K on tape
to optimize both performance and tape usage. This capability is lost when
migrating to tape because the user's program, which expects transparent access to
the data, may not be able to handle the 32K block size.

2. Every subsequent access to a migrated tape data set generates a tape mount. This
is a high price to pay to provide users transparent access to their data. This
approach makes sense if a data set is not normally accessed transparently, but only
on an exceptional basis. If a data set is routinely accessed, it is probably less
troublesome and more cost-effective in the long run to leave it on disk, or reload
it before a period of activity. CA-ASM2 provides transparent access for such data
sets without operator intervention.

3. If a migrated tape data set should be opened for output or update processing, any
data set following on tape probably becomes inaccessible.
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8.2 Migration Disk to Disk

The $MIGRATE utility migrates data sets from one set of disk volumes to another.
Before the migration takes place, an ENQ is issued to ensure that the data set to be
migrated is not in use by another user. It can be extremely helpful with the problem
of quickly moving a massive number of data sets from one disk device to another (for
example, during a conversion to 3390). It may be the preferred way to move data in
situations where many data sets need to be reblocked. $MIGRATE can reblock data
sets to new block sizes compatible with the receiving volume. If movement of data is
from a device with a larger track size to one with a smaller size $MIGRATE can be a
lifesaver since it has the capability of downward reblocking of load module libraries
without requiring the use of the linkage editor.

The $MIGRATE program handles sequential or partitioned nonkeyed data sets.

 Caution 

Though SMP/E data sets are partitioned, because of their structure and the number
of directory entries they contain, $MIGRATE is not recommended. Processing an
SMP/E directory with $MIGRATE is extremely slow.

If a significant number of other types of data sets are to be migrated, the best method
is to unload the data sets to tape, then reload them to the new volume using the
conventional CA-ASM2 procedures (ASM2EXPA and ASM2CMDU).

One way to automate this is to use the $RSVP command to generate the $AR and
$RA commands that cause the data sets to be archived to tape and reloaded to disk.
By editing the data set containing these commands and supplying NEWVOL
statements at appropriate points, you can distribute the data sets on several receiving
volumes. An important assumption is that the track capacity of the target volume is
large enough to contain the largest block from the original source data sets.

The preferred method with CA-RSVP is to use the keyword SUBCOMMAND($AR) to
generate $AR commands directly to the queue. For example:

 ALLOC FILE($RSTRANS)

 ALLOC FILE(ARCHBKLG)

$RSVP VOL(vvvvvv) IF(DSORG EQ PSU) OR1(DSORG EQ DA) -

OR2(DSORG EQ POU) OR3(DSORG EQ VS) -

SUBCOMMAND($AR) BLIST(ACTION1) -

ACTION('$RA DSNAME(''') COM(''') NEWVOL(vvvvvv)')

A user exit routine, $MIGEXIT, is invoked each time a data set is selected for
migration. This routine may decide whether to migrate the data set, and which options
to use if it is migrated. See $MIGEXIT on page 8-12 for migrate exit information.

$MIGRATE security checking bypasses protected data sets (CA-ACF2, CA-Top
Secret, RACF) and issues a warning message instead of abending with an S913 if the
job submitter lacks the required authorization for the data sets.
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 8.2.1 SMS Migrations

Migrations from non-SMS to SMS controlled volumes, and SMS to SMS controlled
volumes are supported by running $MIGRATE in SMS mode. SMS mode is triggered
by the absence of the SYSUT2 DD statement. You simply remove the SYSUT2 DD
from the JCL stream. Migrations from SMS to non-SMS volumes are supported in
non-SMS mode using the $MGIN DD to select the datasets to be migrated, and
including the SYSUTxx DD to indicate the output volume. SMS migrations are
supported at the data set level. You specify the data sets to be migrated through the
input data set defined by $MGIN. The $MGIN control statement allows you to specify
SMS class information for each data set at allocation time (see $MGIN on page 8-6).
The $RSVP BLIST(MIGRATE) can be used to generate $MGIN control statements
with the SMS class specifications. The new keywords for generating the SMS class
specifications are NEWSTRCLASS, NEWMGTCLASS, and NEWDATCLASS. The
$MIGEXIT exit can be used to specify or override SMS class specifications (see
$MIGEXIT on page 8-12).

Because all SMS controlled data sets must be cataloged, $MIGRATE SMS mode runs
default to the CAT or RECAT parameters. In addition, if the source data set is SMS
controlled, SCRATCH is made the default.

If the input data set is not SMS controlled and is cataloged, it is uncataloged prior to
migration. If the migrate fails, the data set is recataloged to its original volume.

If the input data set is SMS controlled, it is renamed to
"prefix.ASM2MIG.Txxxxxxx.Dyyyyyyy" prior to migration. If the migrate fails, the
data set is renamed back to its original name. If the migrate is successful, the renamed
input data set is scratched.

If the target volume is SMS controlled, NODSCBCOPY is made the default.

When a generation data set is migrated to an SMS volume, it is cataloged and its
disposition (DEFERRED ROLL-IN or ROLLED-IN) is determined by the following:

1. When the input volume is non-SMS controlled, the GDS is left in a DEFERRED
ROLL-IN status if the NOROLLIN parameter is specified. If ROLLIN is specified
or defaulted to, the GDS is ROLLED-IN.

2. When the input volume is SMS controlled, the disposition is a function of the
status of the GDS on the input volume. If the GDS is ACTIVE, it is
ROLLED-IN. Otherwise, it is left in a DEFERRED ROLLIN status.

3. Generation data sets with a status of ROLLED-OFF are not migrated. When
encountered, an error message is issued and the GDS is bypassed.

SMS migration examples are shown on 8-13. SMS migration messages begin with
MIG and are documented in the CA-ASM2 Messages guide.
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 8.2.2 $MIGRATE Control

There are many ways to select candidates for migration. You can use any of the
following criteria to select data sets for migration from disk to another real (or virtual)
disk:

■ Data set activity

■ Data set inactivity

■ Data sets on selected volumes

■ Data sets beginning with specified characters

■ Data sets specifically named. (Input is typically built using CA-RSVP. This allows
virtually unlimited selection criteria for migration because it is driven by the
control facilities of CA-RSVP.)

■ A user-written exit

 8.2.3 Invoking $MIGRATE

$MIGRATE can be invoked by a program using essentially the same linkage as the
IBM utilities, compilers, and so on. You can supply up to four arguments, as follows:

1. The options or parameter string - halfword length, followed by the string.

2. A list of alternate ddnames using the same conventions as for all IBM utilities
(SYSTERM is the 12th entry).

3. Not used. Supply a dummy argument here if you include the fourth argument.

4. An area containing the following:

 DC F'1'

 DC F'�' Not used

DC A(user exit) Or zero

DC A(userdata) Use for any purpose passed to the user exit

If you supply the address of the exit routine, CA-ASM2 uses the address instead of
$MIGEXIT.

If fewer than four arguments are passed, the high-order bit of the last argument
address must be set to one.

The sample program supplied in CAI.CAISRC(MTESTER) illustrates most of these
conventions.
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8.2.4 Job Control Statements

Sample JCL for $MIGRATE:  

$MIGRATE is invoked by an execute statement in JCL or by a CALL, LINK, or
XCTL macro in a program (see Invoking $MIGRATE on page 8-5 for more
information).

// JOB

 // EXEC PGM=$MIGRATE,REGION=4��K,

 // PARM=(O�6�,REBLOCK)

//SYSPRINT DD SYSOUT=A

 //SYSTERM DD DSN=MIGRATE.LOG,DISP=(,CATLG),UNIT=DISK,

// SPACE=(TRK,(1�,1�),RLSE)

 //STEPLIB DD DSN=CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

 //SYSUT1A DD UNIT=DISK,VOL=SER=STOR�1,DISP=SHR

 //SYSUT1B DD UNIT=DISK,VOL=SER=STOR�2,DISP=SHR

 //SYSUT21 DD UNIT=DISK,VOL=SER=MSS��1,DISP=SHR

 //SYSUT22 DD UNIT=DISK,VOL=SER=MSS��2,DISP=SHR

 //SYSUT23 DD UNIT=DISK,VOL=SER=MSS��3,DISP=SHR

 DD Statements

$MGIN Required only when $MG is the first PARM parameter. This
input file defines 80-byte card images specifying data sets to
be migrated. Format of the records is:

Positions 1-44 Fully qualified data set name.

Positions 45-50 Volume serial of disk containing data set;
may be omitted if the data set is cataloged
but is required if the data set is
miscataloged or not cataloged.

Positions 51-58 Effective during a run using the MSSO
option or during an SMS mode migration
run.

With the MSSO option, this parameter
specifies an alternate MSVGP for this data
set.

For an SMS migration, this parameter
specifies the desired SMS storage class
name to be presented to SMS at allocation
time. This parameter is optional. If it is not
specified, no storage class is presented to
SMS. You can specify the keyword ASIS
to cause the source data sets current
storage class to be presented to SMS at
allocation time. If the source data set is not
SMS controlled, no storage class is
presented.
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Positions 59-66 Specifies the desired management class
name to be presented to SMS at allocation
time. This parameter is optional. If it is not
specified, no management class is
presented to SMS. You can specify the
keyword ASIS to cause the source data sets
current management class to be presented
to SMS at allocation time. If the source
data set is not SMS controlled, no
management class is presented.

Positions 67-74 Specifies the desired data class name to be
presented to SMS at allocation time. This
parameter is optional. If it is not specified,
no data class is presented to SMS. You can
specify the keyword ASIS to cause the
source data sets current data class to be
presented to SMS at allocation time. Data
class names may be present even if the
source data set is not SMS controlled, as
data class specification is valid for both
SMS and non-SMS controlled data sets.

Each input record is listed on SYSPRINT if you specified the
VERBOSE parameter.

SYSPRINT Defines a message data set, normally directed to a printer.

SYSTERM Optional. Defines an exception log data set. All error messages
appear on SYSPRINT and SYSTERM.

STEPLIB Defines the library (or libraries) containing $MIGRATE,
$MIGEXIT, and the CA-ASM2 programs invoked by them.
This is not needed if you placed these programs in the system
link libraries.

ISPMLIB Defines the CA-ASM2 Message Library.

SYSUT1xx Defines an input direct-access volume. One is required for
each input volume to be processed. Replace xx with a string
of 0, 1, or 2 alphanumeric characters. The ddnames must be
unique. When running in $MG mode (when control statements
are input using $MGIN), if there is no SYSUT1 DD statement
for a required volume, $MIGRATE attempts to allocate the
volume dynamically. Only online volumes are eligible for this.

SYSUT2xx Defines an output volume, same rules apply as for input. The
absence of SYSUT2xx indicates an SMS mode migration (see
8-4).

The message data sets have RECFM=FBA, LRECL=133. You may specify BLKSIZE
on the DD statement. If you do not supply a value, $MIGRATE picks one based on
the device type used. For direct-access devices, the value is approximately 6000,
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adjusted to make efficient use of the track length; for example, 6118 for a 3350 (1/3
track). If you supply a value, it is rounded to the next lower multiple of 133.

$MIGRATE requires sufficient main storage to contain the entire directory of any
partitioned data set that is copied. When it copies spanned records (RECFM=VS or
VBS), it also requires enough main storage to assemble a complete record. In most
cases, 400K is enough. $MIGRATE issues error messages when it cannot get enough
storage to copy a data set, and it continues processing other data sets on the volume.

 8.2.4.1 Control Statements

The basic mode of operation is determined by the first parameter in the parameter field
of the execute statement. For example:

// EXEC PGM=$MIGRATE,PARM='opt1,. . .'

where the first parameter (opt1 in this example) can be one of the following:

Nxxx N means to migrate the data sets accessed during the past xxx days.

Oxxx O means to migrate the data sets not used in the past xxx days.

ALL ALL means select data sets regardless of last use date.

$MG $MG means to select data sets specified through the input data set defined by
$MGIN.

Note:  The VTOC reading routine calls $CNVAGE to convert the DSCB format to
the standard internal CA-ASM2 format. If your DSCB format is not standard,
you must use this routine so that CA-ASM2 can correctly determine the
activity level for each data set. Normally, CA-ASM2 passes only data sets that
meet the activity/inactivity criterion for the run to the user exit, $MIGEXIT.

However, by specifying PARM=ALL you can ensure CA-ASM2 passes data
sets to $MIGEXIT regardless of whether they are selected for migration by the
activity criterion. Typically, PARM=ALL is specified when $MIGRATE is
used to help reconfigure disk volumes. Changing space allocated and
reblocking according to a device type change are generally at least as important
as data set activity during such runs.

Following this one positional parameter, there are many keyword parameters. You may
code them in any order; separate them with commas. For example:

 PARM='O�3�,NODE=A.PROJECT1,DSCBCOPY'

tells CA-ASM2 to migrate only data sets not accessed in the last 30 days whose names
start with A.PROJECT1, and copy the various DSCB fields containing
use/modification information.
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 8.2.5 $MIGRATE Parameters

A complete list of keyword parameters follows. You cannot abbreviate keywords.

ALLOUSED

This parameter tells CA-ASM2 that the primary allocation for the output data set
is to be equal to the amount of space used by the input data set. Normally, the
primary allocation is equal to the space allocated for the input data set.

Note:  If neither CYLINDER or TRACK is specified, CA-ASM2 allocates data
sets by cylinders if the input was allocated in cylinders, and by tracks if
the input was allocated in tracks or blocks. These options are mutually
exclusive; if both are specified, CA-ASM2 uses CYLINDER.

BLOCK

This parameter tells CA-ASM2 to block unblocked (format F, V, and VS) data
sets.

CAT

This parameter tells CA-ASM2 to recatalog the new data set after a successful
copy (this option is useful with the NOONLYCAT option).

CYLINDER

This parameter tells CA-ASM2 to force all allocations to cylinders.

DSCBCOPY

This parameter tells CA-ASM2 to keep all reserved fields in the DSCB intact. It
permits CA-ASM2 aging information to be migrated with the data sets.

MOVEZERO

This parameter tells CA-ASM2 to move zero-track data sets. If this is not set,
CA-ASM2 skips zero-track data sets.

NODE=string

This parameter tells CA-ASM2 to migrate only those data sets whose names begin
with the specified string. This test is in addition to the age test specified above.

Note:  The parameters that follow are yes/no keywords; that is, you specify
option or NO option, for example, SIMULATE or NOSIMULATE.
Except where indicated otherwise, NO is the default for each option.

ONLYCAT

This parameter tells CA-ASM2 to migrate only data sets cataloged on the source
volume (default), and recatalog these data sets after moving them. If
NOONLYCAT is specified, CA-ASM2 migrates data sets whether or not they
were cataloged. After moving the data sets, it recatalogs those that were cataloged
on the source volume.
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OPTBLOCK

This parameter tells CA-ASM2 to reblock all data sets when possible, using an
optimum block size chosen by $MIGRATE. You can also supply a block size in
the exit routine. However, do not specify OPTBLOCK, as it causes your block
size to be ignored. $MIGRATE can reblock WYLBUR EDIT format data sets.

PDSRLSE

This parameter tells CA-ASM2 to release unused space when it copies a
partitioned data set. Normally, CA-ASM2 does not release space from partitioned
data sets, regardless of the state of the input data set.

Note:  If REBLOCK, OPTBLOCK, or TRKOVFL is not set; the block size of the
input data set is too large for the receiving volume; and the exit routine
does not specify a block size, CA-ASM2 does not migrate the data set.

REBLOCK

This parameter tells CA-ASM2 to change block size if required by the track
length of the receiving volume (as in a 3380 to 3350 copy).

RECAT

This parameter tells CA-ASM2 to recatalog the data set after a successful copy.
RECAT is the default.

ROLLIN

This parameter causes generation data sets, which are migrated from non-SMS
volumes to SMS controlled volumes, to be added to the GDG sphere record
(ROLLED-IN). If NOROLLIN is specified, the GDS is left in a DEFERRED
ROLLIN status.

SCRATCH

This parameter tells CA-ASM2 to scratch the old data set after a successful copy.

SEQRLSE

This parameter tells CA-ASM2 to release unused space when CA-ASM2 copies a
sequential data set (in other words, add the RLSE option to the space request even
if the input data set has unused tracks). CA-ASM2 always releases free space from
sequential data sets if the input data set has no unused tracks.

SIMULATE

This parameter specifies a simulated run. $MIGRATE simulates migrating without
actually copying data sets or cataloging, recataloging, and so on. This option is
useful for testing the effect of various selection criteria.

TRACK
This parameter tells CA-ASM2 to force all allocations to tracks.

TRKOVFL

This parameter tells CA-ASM2 to use track overflow when required by the track
length of the receiving volume. CA-ASM2 does not use overflow with load
modules.
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UNCAT

This parameter tells CA-ASM2 to uncatalog the old data set after a successful
copy.

VERBOSE

This parameter tells CA-ASM2 to issue a message giving the reason each time it
does not migrate a data set, in addition to the normal messages.

VOLFILL

This parameter tells CA-ASM2 instead of the normal round-robin allocation
algorithm (see Method of Operation on page 8-11 for more information), allocate
each data set to the same volume until there is no longer sufficient space. It
specifies choose and use the next volume until space on this volume is exhausted.
Processing continues in this manner.

8.2.6 Method of Operation

$MIGRATE examines, in turn, the VTOCs of the input volumes. When it locates an
eligible data set, it selects an output volume from the SYSUT2xx DD statements and
allocates a new data set there. $MIGRATE copies the data and, if it successfully
moved the data set, it recatalogs the data set and scratches the old data set. In the user
exit routine $MIGEXIT, you can set the exact action that CA-ASM2 takes (see
$MIGEXIT on page 8-12).

The output volume specification currently defaults to round-robin among the SYSUT2
statements. If you select the VOLFILL option, CA-ASM2 uses each volume until the
allocation request fails. Then it uses the next SYSUT2xx DD until the allocation fails
again.
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 8.2.7 $MIGEXIT Exit

After selecting a data set for migration, $MIGRATE invokes the user exit routine
$MIGEXIT. This routine makes the final determination as to whether or not the data
set is to be migrated, based on any information center-defined criteria.

This exit routine may also decide whether to:

■ Uncatalog the old data set (if copy succeeds)
■ Scratch the old data set (if copy succeeds)
■ Rename the new data set
■ Catalog or recatalog the new data set (if copy succeeds)
■ Change space allocation for the new data set
■ Change block size for the new data set
■ Change target volume
■ Specify or override SMS class specifications

The standard exit routine supplied with $MIGRATE copies data sets only if they are
single-volume data sets cataloged on the source volume. It scratches the source data
set and recatalog the output data set after a successful copy. However, by setting
appropriate options in $MIGEXIT, you can use $MIGRATE for various other
purposes, such as disk-to-disk backup, by omitting catalog changes and the scratch
operation. The ability to alter block size and space allocation is very useful during disk
conversions such as 3350 to 3380.

Note:  $MIGRATE can reblock most data sets, including standard WYLBUR edit
format and load module libraries.

If the selected data set is a partitioned data set, $MIGRATE invokes the user exit
again after it has read the directory to determine the data set's size. The exit routine
can then change the number of directory blocks to be allocated in the output data set.

$MIGRATE also invokes the exit routine at the beginning of each input volume, at the
end of each input volume, and at the end of the job. In each case the nature of the call
is indicated by the value of the EXITFLAG byte. These calls may be used to issue
starting and ending messages, get or free storage, and so on.

Three fields, SMSSCLS, SMSMCLS, and SMSDCLS, addressable by $MIGEXIT
allow you to specify or override SMS class specifications.
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8.2.8 Examples - $MIGRATE

 Example 1: 

This example moves all the data sets on 3390 volumes DISK01, DISK02, DISK03 to
the 3390 volume STOR01. It specifies reblock to an optimum block size; release
unused space for sequential data sets; move zero-track data sets; and move uncataloged
data sets.

 // JOB

 // EXEC PGM=$MIGRATE,REGION=4��K,

 // PARM='ALL,MOVEZERO,SEQRLSE,OPTBLOCK,NOONLYCAT'

//SYSPRINT DD SYSOUT=A

 //STEPLIB DD DSN=CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

 //SYSTERM DD SYSOUT=C

//SYSUT1�1 DD UNIT=339�,DISP=SHR,VOL=SER=DISK�1

//SYSUT1�2 DD UNIT=339�,DISP=SHR,VOL=SER=DISK�2

//SYSUT1�3 DD UNIT=339�,DISP=SHR,VOL=SER=DISK�3

 //SYSUT2 DD UNIT=339�,DISP=SHR,VOL=SER=STOR�1

 Example 2: 

This example migrates all data sets unused for 30 days beginning with the high-level
node SMITH on disk volumes DISK1, DISK2, and DISK3 to volume USER69. It
specifies use optimum blocking, allocate based on tracks used, always release unused
space, always allocate by tracks, and move uncataloged data sets. It also specifies pass
the option SHAZAAM to the user exit routine, which is in the library
SMITH.MIGMODS:

 // JOB

  // EXEC PGM=$MIGRATE,REGION=44�K,

  // PARM=(O�3�,'NODE=SMITH',OPTBLOCK,ALLOUSED,SEQRLSE,

  // 'PDSRLSE,TRACK,NOONLYCAT/SHAZAAM')

//SYSPRINT DD SYSOUT=A

  //SYSUT1A DD UNIT=DISK,VOL=SER=DISK1,DISP=SHR

  //SYSUT1B DD UNIT=DISK,VOL=SER=DISK2,DISP=SHR

  //SYSUT1C DD UNIT=DISK,VOL=SER=DISK3,DISP=SHR

  //SYSUT2 DD UNIT=DISK,VOL=SER=USER69,DISP=SHR

  //STEPLIB DD DSN=SMITH.MIGMODS,DISP=SHR

  // DD DSN=CAI.CAILIB,DISP=SHR

  //ISPMLIB DD DSN=xxxxxx.yyyyyy.CAIISPM,DISP=SHR
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 Example 3: 

This example migrates all data sets on volumes DISK1, DISK2, and DISK3 that are
named in the data set defined by the $MGIN DD statement. It specifies use optimum
blocking, allocate based on tracks used, always release unused space, always allocate
by tracks, and move uncataloged data sets.

 // JOB

  // EXEC PGM=$MIGRATE,REGION=4��K,

  // PARM=($MG,OPTBLOCK,ALLOUSED,SEQRLSE,

  // PDSRLSE,TRACK,NOONLYCAT)

//SYSPRINT DD SYSOUT=A

  //SYSUT1A DD UNIT=DISK,VOL=SER=DISK1,DISP=SHR

  //SYSUT1B DD UNIT=DISK,VOL=SER=DISK2,DISP=SHR

  //SYSUT1C DD UNIT=DISK,VOL=SER=DISK3,DISP=SHR

  //SYSUT2 DD UNIT=DISK,VOL=SER=USER69,DISP=SHR

  //STEPLIB DD DSN=CAI.CAILIB,DISP=SHR

  //ISPMLIB DD DSN=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

  //$MGIN DD �

  USERID.TEST32.ASM

  BLIP.BIGPIG.DATA

  $CAI.ARCH.DATA

  /�

 Example 4: 

This example migrates a single data set from a non-SMS volume to an SMS controlled
volume. It specifies do not scratch the input data set, reblock to an optimum block
size, and do not use any SMS class specifications for the allocation.

 // JOB

  //STEP�1� EXEC PGM=$MIGRATE

  // PARM=($MG,NOSCRATCH,VERBOSE,OPTBLOCK)

  //ISPMLIB DD DSB=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=�

  //SYSUT1 DD UNIT=339�,VOL=SER=SJ���1,DISP=OLD

  //$MGIN DD �

  SMITHJOE.BKUP.$TAPPOOL SJ���1
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 Example 5: 

This example migrates a single data set from an SMS volume to another SMS
controlled volume. It specifies reblock to an optimum block size, use the existing
storage class, use the management class MGTPROD, and do not specify a data class.

Even though NOSCRATCH is specified, the input data set is scratched because
SCRATCH is forced for SMS to SMS migrates. Since the SYSUT1 DD statement is
missing, the volume containing the input data set is dynamically allocated.

 // JOB

  //STEP�1� EXEC PGM=$MIGRATE

  // PARM=($MG,NOSCRATCH,VERBOSE,OPTBLOCK)

  //ISPMLIB DD DSB=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=�

  //$MGIN DD �

  SMITHJOE.SMSDS.DATA SMS��1ASIS MGTPROD

  /�
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 Example 6: 

This example migrates all PS and PO data sets beginning with the prefix PROD01 to
SMS controlled volumes. It specifies SCRATCH the input data sets after they have
been migrated successfully.

 // JOB

  //�

  //� HOUSEKEEPING STEP

  //�

  //STEP�1� EXEC PGM=IEFBR14

  //DD1 DD DSN=SMITHJOE.MIGRATE.DATA,DISP=(MOD,DELETE,DELETE)

  //�

//� RUN CA-RSVP TO PRODUCE $MIGRATE CONTROL STATEMENT

  //�

  //STEP�2� EXEC ASM2CMDU

  //$RSTRANS DD DSN=SMITHJOE.MIGRATE.DATA,UNIT=SYSDA,

  // DISP=(,CATLG,DELETE),SPACE=(TRK,(5,5))

  //SYSIN DD �

$RS VOL(ALL) IF(DSORG EQ PS) ORIF2(DSORG EQ PO) -

 BEGIN(PROD�1) BLIST(MIGRATE)

  //�

//� RUN $MIGRATE IN SMS MODE.

//� NOTE: SMS MODE IS TRIGGERED BY THE

//� ABSENCE OF A SYSUT2 DD STATEMENT.

  //�

  //STEP�3� EXEC PGM=$MIGRATE,

  // PARM=($MG,SCRATCH,VERBOSE)

  //ISPMLIB DD DSB=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=�

  //$MGIN DD DSN=SMITHJOE.MIGRATE.DATA,DISP=SHR
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 Example 7: 

This example is similar to Example 6 except that SMS class names are to be passed to
SMS when the data set is allocated.

 // JOB

  //�

  //� HOUSEKEEPING STEP

  //�

  //STEP�1� EXEC PGM=IEFBR14

  //DD1 DD DSN=SMITHJOE.MIGRATE.DATA,DISP=(MOD,DELETE,DELETE)

  //�

//� RUN CA-RSVP TO PRODUCE $MIGRATE CONTROL STATEMENT

  //�

  //STEP�2� EXEC ASM2CMDU

  //$RSTRANS DD DSN=SMITHJOE.MIGRATE.DATA,UNIT=SYSDA,

  // DISP=(,CATLG,DELETE),SPACE=(TRK,(5,5))

  //SYSIN DD �

$RS VOL(ALL) IF(DSORG EQ PS) ORIF2(DSORG EQ PO) -

BEGIN(PROD�1) BLIST(MIGRATE) -

NEWDATCLASS(DATA) NEWMGTCLASS(PROD) NEWSTRCLASS(STD)

  //�

//� RUN $MIGRATE IN SMS MODE.

//� NOTE: SMS MODE IS TRIGGERED BY THE

//� ABSENCE OF A SYSUT2 DD STATEMENT.

  //�

  //STEP�3� EXEC PGM=$MIGRATE,

  // PARM=($MG,SCRATCH,VERBOSE)

  //ISPMLIB DD DSB=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

//SYSUDUMP DD SYSOUT=�

  //$MGIN DD DSN=SMITHJOE.MIGRATE.DATA,DISP=SHR
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 Chapter 9. Preprocessing

CA-ASM2 provides two preprocessing facilities: $RSVP and $GDGMON. $RSVP
(Report Selection and Variable Processing) is a powerful interactive command that can
automatically generate an output file consisting of commands (archive, backup, scratch,
and migrate commands) for further processing. $GDGMON is designed to generate the
same commands specifically for data sets contained in generation data set groups
(GDG).
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 9.1 $RSVP

The $RSVP facility can be used as a preprocessor to other CA-ASM2 and equivalent
processes. $RSVP is a single command that selects data sets for further processing
based on installation defined criteria. It scans disk VTOCs, system catalogs, the IPC,
the SMS database, and input transaction files. It also can access both non-VSAM and
VSAM catalogs as well as certain types of user-provided files. Easy to understand
Boolean (IF-AND-OR-ANDIF-ORIF) logic and powerful pattern masking combine
flexibility and precision in selecting data sets for subsequent processing.

Because $RSVP takes no direct action regarding your data, you have complete control.
You can examine the output produced and correct erroneous logic to prevent any
damage. Because you can produce reports with $RSVP at the same time you generate
commands, you also have a complete, accurate audit trail of the actions performed.

The CA-ASM2 RSVP Guide describes $RSVP preprocessing capabilities in detail and
includes many examples of how you might use this facility to manage your data
storage.
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9.2 GDG Maintenance - $GDGMON

$GDGMON functions as a preprocessor. It is designed specifically to generate archive,
backup, or migrate commands for data sets contained in generation data set groups. By
inspecting VTOCs of selected volumes, $GDGMON can generate requests to archive,
backup, or migrate generation data sets whose relative generation number exceeds a
given value. Optionally, it can scratch, uncatalog, or list selected generation data sets.
SYSIN parameters allow separate actions for miscataloged and uncataloged GDG data
sets.

$GDGMON provides a flexible set of user exits and a generic override facility so your
installation can set up runtime criteria for specific algorithmically defined groups of
generation data sets. This pattern masking facility is the same facility used by $RSVP.

9.2.1 Job Control Statements

Sample JCL for $GDGMON

//GDGSCAN EXEC PGM=$GDGMON

 //SYSPRINT DD SYSOUT=�

//DISK�1 DD UNIT=339�,VOL=SER=SJ���1,DISP=OLD

//SYSUT2 DD DISP=(,PASS),DSN=&&ARCHES,UNIT=339�,

// SPACE=(TRK,(1,1)),

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8���)

//SYSUT3 DD DISP=(PASS),DSN=&&MIGRS,UNIT=339�,

// SPACE=(TRK,(1,1))

// DCB=(LRECL=8�,BLKSIZE=8���,RECFM=FB)

//SYSIN DD �

$KEEP 12 LIST

$UCAT ARCHIVE

$MCAT LIST

$OVRD OVERRIDE

/�

//OVERRIDE DD �

//�

 //GENER EXEC PGM=IEBGENER

 //SYSPRINT DD SYSOUT=�

//SYSUT1 DD DISP=(OLD,DELETE),DSN=&&ARCHES

//SYSUT2 DD SYSOUT=�

//SYSIN DD DUMMY

//�
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where:

GDGSCAN Is the execute statement for $GDGMON.

 DD Statements

SYSPRINT Defines a sequential data set to which $GDGMON writes
(LRECL=133, RECFM=FBA).

DISKnn Defines the volumes to be scanned for the run (nn = a
2-character integer). The numbering must begin '01' and
increment by 1 until the last volume has been specified.

SYSUT2 Defines the output of $AR/$BK requests to be input to the
ASM2CMDU that follows on the statement. You must supply
DCB information; otherwise, a system S013-20 ABEND
occurs.

SYSUT3 Defines the output of migrate requests to be input to the
$MIGRATE step that follows.

OVERRIDE The ddname is defined by the $OVRD SYSIN parameter. It
must have DCB attributes of RECFM=FB or FBS,
LRECL=80, and DSORG=PS.

SYSIN Defines the control statement file.

Control Statements:  See $GDGMON SYSIN Parameters on page 9-5 for a list
and description of the control statement parameters.

 9.2.2 Procedure

$GDGMON scans selected VTOCs contained in the DISKnn DD statements. If you
select any archive or backup action for data sets, the program writes $AR/$BK
requests to the SYSUT2 data set. SYSUT2 serves as input to an appended
ASM2CMDU step, which actually schedules the $AR/$BK requests.

If you select migrate action, the program writes migrate commands to the SYSUT3
data set. The SYSUT3 data set then serves as input to the $MIGRATE program, which
actually performs the migration.

There is no passed data set to which scratch statements are written. If you select
scratch action, scratches take place within the $GDGMON step.
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9.2.3 $GDGMON SYSIN Parameters

$KEEP NNN ARCHIVE
$KEEP NNN BACKUP
$KEEP NNN MIGRATE
$KEEP NNN SCRATCH
$KEEP NNN UNCATLG
$KEEP NNN PURGE
$KEEP NNN LIST

This parameter sets the default criteria for determining the number of generations
to be kept on disk. $GDGMON selects GDGs of relative generation number -NNN
to -255 for the action (ARCHIVE, BACKUP, ...) specified.

In the following $KEEP example, $GDGMON ignores A.B.C(-2), and A.B.C(-3)
causes the program to generate a $AR command for data set A.B.C.GnnnnVnn.
The KEEP criteria established by this parameter provides a default action for data
sets that do not appear in the override tables set up by your information center.
This parameter must be specified. For more information, see Override Table on
page 9-8.

Example: $KEEP 3 ARCHIVE

$UCAT ARCHIVE
$UCAT BACKUP
$UCAT MIGRATE
$UCAT SCRATCH
$UCAT LIST

The $UCAT parameter applies to all GDSs encountered in the run that are
uncataloged and not in the override tables.

Default: $UCAT LIST
Example: $UCAT SCRATCH
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$MCAT ARCHIVE
$MCAT BACKUP
$MCAT MIGRATE
$MCAT PURGE
$MCAT SCRATCH
$MCAT UNCATLG
$MCAT LIST

The $MCAT parameter directs $GDGMON to perform the specified action upon
encountering any miscataloged data sets. This is also a default for data sets that
are not specified in the override tables.

Default: $MCAT LIST
Example: $MCAT PURGE

Note:  You cannot change the type of action $GDGMON performs. With
archive, backup, or migrate actions, $GDGMON passes the command to
be generated to the GDGMON user exit. The exit may alter the command
if necessary to provide unique user processing. (See User Exits on
page 9-10 for more information.)

$AEXT CCCCCCCC

The $AEXT parameter directs $GDGMON to pass control to the user exit module
CCCCCCCC for every data set selected for action by default criteria or override
processing. The exit can then allow the selected action to proceed or skip the data
set.

Default: $AEXT NOEXIT
Example: $AEXT EXITA

$DEXT CCCCCCCC

This parameter directs $GDGMON to pass control to the user exit module
CCCCCCCC for every data set scanned in the run. The exit can then determine
the action that $GDGMON performs. (See User Exits on page 9-10 for more
information.)

Default: $DEXT NOEXIT
Example: $DEXT EXITDS

$GEXT EEEEEEEE

This parameter directs $GDGMON to pass control to the user exit module
EEEEEEEE for every GDG encountered in the run, including miscataloged and
uncataloged GDSs. The exit then determines the action that $GDGMON performs.
Actions specified in the exit override all other actions.

Default: $GEXT NOEXIT
Example: $GEXT EXITGS
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$USRQ QQQQQQQQ

The $USRQ parameter defines the logical user queue name to which $AR or $BK
requests are scheduled. You can separate these requests onto different tapes, if
desired, by entering a one- to nine-character QNAME.

Default: N/A
Example: $USRQ GDGQ

$OVRD DDDDDDDD

The $OVRD parameter specifies the ddname of the override table. If you omit this
parameter, the program does not scan override tables.

Default: N/A
Example: $OVRD OVERRIDE

$PERM

The $PERM parameter tells $GDGMON to generate $AR requests with the PERM
keyword, thus allowing archival of GDGs to permanent tapes. However, this
parameter does not affect any override table entry actions.
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 9.2.4 Override Table

You can override the selection criteria and actions entered in the SYSIN stream on a
data set name basis by including an override table. The table is defined by the ddname
on the $OVRD SYSIN parameter and contains a set of actions and an algorithmic
mask. Each entry in the table is in the following format:

Column Field Description Example

1 ENTRY TYPE C'E'

Marks this entry as an exclusion entry.
Ignores columns 2-15. Causes GDGs that
match the pattern mask specified in columns
17-53 to be bypassed.

E

C'O' or blank.

Enables action criteria in columns 2-15.

C'*'

Comment. (For those GDGs that match the
pattern mask specified in columns 17-53)

* Purge next...

2 PERM indicator C'P'

Marks the entry for permanent archival.

P

3-5 Number of generations to keep 002

7 KEEP action

 A. ARCHIVE

 B. BACKUP

 M. MIGRATE

 S. SCRATCH

 P. PURGE

 U. UNCATLG

 L. LIST

D or blank. Default action specified in

 SYSIN stream.

P

9 Uncataloged action (See KEEP values) S

11 Miscataloged action (See KEEP values) A

13-16 RETPD subfield for $AR or $BK commands 365

17-53 Algorithmic GDG mask JRT.ABC*.LOAD

55-80 Unused, may contain any user comment
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 Field Descriptions: 

Fields in the Override Table are described next. The column number is in parentheses
following the field.

ENTRY TYPE (1)

C'E' Identifies this entry in the override table as an exclusion entry. Any
GDGs that match the algorithmic mask in columns 17-53 are
excluded from processing by $GDGMON.

C'O' or blank Enables action criteria in columns 2-15.

C'*' Identifies this as a comment statement. Ignores columns 2 to 80.

PERMANENT INDICATOR (2)

Enter a C'P' here to generate $AR requests to tapes. Otherwise leave blank.

NUMBER OF GENERATIONS TO KEEP (3-5)

Enter a 3-character integer to establish the number of relative generations to keep on
disk. For example, 002 entered here tells $GDGMON to keep on disk two generations
of data sets that match the name mask defined in columns 17-53 of this entry. If you
place DDD or blanks in these columns, $GDGMON uses the number entered in the
$KEEP SYSIN parameter.

KEEP ACTION (7)

Describes the action $GDGMON takes for GDSs encountered that match the name
mask and are of relative generation greater than the integer defined in columns 3-5
above. A blank or C'D' in this column directs $GDGMON to use the action described
in the $KEEP SYSIN parameter.

UNCATALOG ACTION (9)

Describes the action $GDGMON takes for GDGs encountered that match the name
mask and are uncataloged.

MISCATALOGED ACTION (11)

Describes the action $GDGMON takes for GDGs encountered that match the name
mask and are miscataloged.

RETENTION PERIOD (13-16)

Enter the 4-digit unsigned decimal integer (with leading zeros). This specifies the
value of the RETPD subfield for the $AR or $BK requests generated for this entry.
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ALGORITHMIC MASK (17-53)

For the algorithmic specification of GDG names, a name mask may be a a pattern that
is matched to the target data set at execution of $GDGMON. (See Pattern Masking on
page 1-88 for more information.)

An asterisk (*) signifies that a single character or blank may be substituted in its place.

A minus (-) may be used for two reasons. First, if you terminate an index with a
minus sign (ABC-,) it can be considered a shorthand notation for filling out the
eight-character index with asterisks (ABC*****). Second, a minus sign as the only
character in a GDG name mask signifies that any number, including zero, of data set
nodes may be in the target data set name at this point. If the pattern is terminated by
an index, consisting of only a minus sign, a match is made to any target data set
whose prior nodes match the pattern. If there is another node past the minus sign, the
target data set name is searched until a match is made with this index pattern.

$GDGMON scans override tables sequentially during processing. When a match is
made with the target GDS, the scan is terminated. Since no validation is performed
for overlapping algorithmic masks, specify the most restrictive masks at the beginning
of the data set.

Since the contents of the override tables are important to your installation's integrity
(as in scratching SYS1.-), the override tables should be either password-protected,
ACF2-protected, RACF-protected, or contain an expiration date. $GDGMON opens
the OVERRIDE DD for update.

Create the OVERRIDE data set with RECFM=FS or FBS and LRECL=80. You can
use any valid block size.

9.2.5 User Exits - $AEXT/$DEXT/GDG

$GDGMON provides a set of flexible user exits (user action exit $AEXT and user data
exit $DEXT) and a GDG exit. A description of these exits follows.

User Action Exit - $AEXT:  

This exit is enabled by entering $AEXT CCCCCCCC in the SYSIN stream. The
program gives control to this exit for every data set selected for some action. Input is
as follows:

R1--> A(CMD) or A(0) 80-byte archive, backup, or migrate command.
If no command is generated, this parameter is
binary zero.

X'80',AL3(PLINE) 70-byte image of part of print line to be
generated for this request.
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The format of the print line is:

 Offset Length Description

0 44 Data set name
 48 2 Status

Byte 1: C - Data set was cataloged.
U - Data set was not cataloged.
M - Data set was miscataloged.
* - Data set looks like a GDG, but is not

cataloged as a GDG.

Byte 2: O - Override actions were selected.
G - $GEXT actions were selected.
D - $DEXT actions were selected.

52 3 Relative generation number
 56 6 VOLSER

63 7 Action that is taken if register 15 is zero after
return from exit.
ARCHIVE, BACKUP, MIGRATE, PURGE,
UNCATLG, LIST, SCRATCH, or IGNORE

Note:  If the user exit modifies this field, $GDGMON still performs the original
action, but the print line shows the user-modified data.

You can alter both the command and print line. If register 15 contains zero upon
return, the program performs the specified action. The command (if any) and the print
line are written as returned from the user exit. If register 15 contains a binary 4, the
command (if any) is not generated, any immediate action such as scratch, is bypassed,
and the print line is written as returned from the user exit.

User Data Exit - $DEXT:  

This exit is enabled by entering $DEXT CCCCCCCC in the SYSIN stream. The
program gives this exit control for every data set encountered in the run, not just
GDSs. Input is as follows:

Return to $GDGMON with the last byte of register 15.

R1--> A(DSCB) 140-byte DSCB
A(VOLSER) 6-byte volume serial ID
A(MESSAGE) 15-byte user message to be printed on detail

line
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Upon return, $GDGMON immediately processes the action requested in R15 and skip
all override table processing. However, if C'D' was the specified action, $GDGMON
passes this data set through its normal GDG processing path, including override
processing.

 GDG Exit: 

The $GEXT SYSIN parameter enables this exit. The program gives control to this exit
for every GDG data set encountered in the VTOC. At this point, the program has not
performed override or exclusion processing and has not checked for the relative
generation level for the data set. The data set simply appears to be a GDG data set.
Input is as follows:

 R1--> A(DSCB) 140-byte DSCB
A(VOLSER) 6-byte volume serial ID
A(MESSAGE) 15-byte user message to be printed on detail line

On return to $GDGMON, register 15 should specify the action as in the data set exit
described above.

=C'X' Skip all further processing for data set
=C'A' Generate $AR request for this data set
=C'B' Generate $BK request for this data set
=C'M' Generate migrate request for data set
=C'L' List only
=C'S' Scratch only
=C'U' Uncatalog only
=C'P' Purge (scratch and uncatalog)
=C'D' Default processing (SYSIN-controlled)

 9.2.5.1 Condition Codes

$GDGMON returns one of the following condition codes on completion:

Code Description

0 Job successfully completed and at least one $AR/$BK request was written to
SYSUT2. No migrate commands were written to SYSUT3.

4 Job completed normally. However, no $AR/$BK or migrate requests were
written to SYSUT2 or SYSUT3.

8 Some serious errors were reported during the run, probably a syntax error in
the SYSIN stream. The run was terminated.

12 Job completed normally. $AR/$BK commands were written to SYSUT2, and
migrate requests were written to SYSUT3.

16 Job completed normally. However, no $AR/$BK commands were written to
SYSUT2. Migrate were written to SYSUT3.
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9.2.6 Sample $GDGMON Listing

 ASM2 GENERATION DATASET MAINTENANCE UTILITY DATE: MM/DD/YY TIME: 15:�7:29 PAGE: ��2

DATA SET NAME STATUS RGN VOLUME ACTION SCRATCH RC UNCAT RC USER EXIT COMMENT

CN9���.SMF.DAILY.G�259V�� U SJ���1 ARCHIVE

CN9���.SMF.DAILY.G�263V�� U SJ���1 ARCHIVE

CN9���.QC.CUD1GDG.G���1V�� U SJ���1 ARCHIVE

CN9���.SMF.DAILY.G�26�V�� U SJ���1 ARCHIVE

CN9���.SMF.DAILY.G�264V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�578V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�578V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�579V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�582V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�581V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�576V�� U SJ���1 ARCHIVE

CN9���.TECH.NOTES.G�577V�� U SJ���1 ARCHIVE

CN9���.SMF.DAILY.G�261V�� U SJ���1 ARCHIVE

END OF FILE ENCOUNTERED FOR VTOC ON: SJ���1

END OF JOB, RETURN CODE=���

 Field Descriptions

DATA SET NAME Name of the GDG data set.

STATUS Catalog status of the listed data set before $GDGMON
performs the specified actions. The codes are:

C Data set was cataloged.

U Data set was uncataloged.

M Data set was miscataloged.

* Data set looks like a GDG and is cataloged, but is not
cataloged as a GDG.

O Override actions have been selected.

A $AEXT actions have been selected.

G $GEXT actions have been selected.

D $DEXT actions have been selected.

E Data set has been excluded from processing by the
override tables specified in the $OVRD SYSIN
parameter.

RGN Relative generation number.

VOLUME Volume serial number.

ACTION Action performed by $GDGMON.

SCRATCH RC Scratch return code.

UNCAT RC Uncatalog return code.
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USER EXIT User exit.

COMMENT Comments associated with the data set.

 9.2.7 Examples

 Example 1: 

This example tests $GDGMON in LIST mode only. All SYSIN action defaults are
LIST. Since no $AR/$BK requests can be generated from this run, the ASM2CMDU
step is absent.

//E1 JOB

//SCAN EXEC PGM=$GDGMON

 //SYSPRINT DD SYSOUT=A

//DISK�1 DD VOL=SER=GPS��1,DISP=OLD,UNIT=338�

//DISK�2 DD VOL=SER=WRK��2,DISP=OLD,UNIT=339�

//SYSIN DD �

$KEEP � LIST

/�

 Example 2: 

This example requests CA-ASM2 to scan two disk volumes, and schedule GDGs of
relative generation three or greater for archives. It also requests a list of uncataloged
and miscataloged GDGs encountered in the run.

//E2 JOB

//SCAN EXEC PGM=$GDGMON

//SYSPRINT DD SYSOUT=A

//DISK�1 DD VOL=SER=GPS��1,DISP=OLD,UNIT=339�

//DISK�2 DD VOL=SER=WRK��2,DISP=OLD,UNIT=339�

//SYSUT2 DD UNIT=DISK,VOL=SER=WORK�1,DSN=&TEMP,

// SPACE=(TRK,(1,1),,RLSE),DISP=(NEW,PASS),

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8��)

//SYSIN DD �

$KEEP 3 ARCHIVE

/�

//GENREQ EXEC ASM2CMDU,COND=(�,NE)

//SYSIN DD DSN=�.SCAN.SYSUT2,DISP=(OLD,DELETE)

//
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 Example 3: 

This example requests CA-ASM2 to scan one volume and purge GDGs of relative
generation four or greater. In addition, it requests scratch uncataloged GDGs and list
miscataloged GDGs.

//E3 JOB

//SCAN EXEC PGM=$GDGMON

 //SYSPRINT DD SYSOUT=A

//DISK�1 DD VOL=SER=GPS��1,DISP=OLD,UNIT=339�

//SYSUT2 DD UNIT=DISK,VOL=SER=WORK�1,DSN=&TEMP,

// SPACE=(TRK,(2,2)),DISP=(NEW,PASS),

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8��)

//SYSIN DD �

$KEEP 4 PURGE

$UCAT SCRATCH

$MCAT LIST

/�

//GENREQ EXEC ASM2CMDU,COND=(O,NE)

//SYSIN DD DSN=�.SCAN.SYSUT2,DISP=(OLD,DELETE)

//

 Example 4: 

This example requests CA-ASM2 to scan two disk volumes and schedule migration of
GDGs of relative generation three or greater to another volume. It also requests list
uncataloged and miscataloged GDGs encountered in the run.

//E2 JOB

//SCAN EXEC PGM=$GDGMON

//SYSPRINT DD SYSOUT=A

//DISK�1 DD VOL=SER=WRK��1,DISP=OLD,UNIT=339�

//DISK�2 DD VOL=SER=WRK��2,DISP=OLD,UNIT=339�

//SYSUT3 DD UNIT=DISK,VOL=SER=WORK�1,DSN=&TEMP,

// SPACE=(TRK,(1,1)),DISP=(NEW,PASS)

//SYSIN DD �

$KEEP 3 MIGRATE

/�

 //MIGRATE EXEC PGM=$MIGRATE,COND=(16,NE),

// PARM='$MG,DSCBCOPY'

//$MGIN DD DSN=�.SCAN.SYSUT3,DISP=(OLD,DELETE)

 //SYSTERM DD SYSOUT=A

//SYSPRINT DD SYSOUT=A

 //SYSUT11 DD VOL=SER=WRK��1,DISP=OLD,UNIT=339�

 //SYSUT12 DD VOL=SER=WRK��2,DISP=OLD,UNIT=339�

 //SYSUT21 DD VOL=SER=GDGDMP,DISP=OLD,UNIT=339�V

 //
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 Chapter 10. Allocation Manager

Allocation Manager is a powerful and flexible system utility that enforces standards for
the allocation of new DASD data sets and restricts access to selected data sets,
volumes, and units. It controls the allocation of new data sets by overriding the UNIT
parameter based on information center-defined criteria. It restricts access to selected
DASD resources by checking new DASD allocations and references to existing DASD
resources against a table of restricted data specified by your information center.
Allocation Manager does not handle VSAM data sets.
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10.1 Allocation Manager Overview

Allocation Manager is provided in three parts:

■ Group Name Modification

This portion defines the DASD pools by allowing the user to dynamically
reconfigure esoteric unit names defined to the system. Esoteric unit name groups
are managed by DASD volume serial numbers rather than unit addresses.
Processing is initiated by executing a batch job at IPL time or when the volume
configuration changes.

■ Standards Enforcement and Unit Override

This portion classifies jobs and data sets, assuring that defined standards are met,
and automatically selects the appropriate DASD pools by overriding the UNIT
parameter for new data set allocations so that these data sets are allocated to the
proper DASD volumes. The processing takes place in the SMF Reader Interpreter
Exit IEFUJV. Specifications for standards and UNIT override parameters are
defined in the Allocation Manager Table (AMT). An optional user exit,
AMCUSREX, can further enhance the standards enforcement portion of Allocation
Manager.

■ TSO Allocation Manager

This portion governs the placement of TSO data sets during allocation if no
volume serial number is specified by the user. TSO allocation does not work in
ISPF 2.3 and above.

 10.1.1 System Interfaces

Allocation Manager uses the following system exits and facilities to perform its
automatic control features:

■ SMF IEFUJV exit

■ One Type IV SVC

■ Subsystem CAAM (Computer Associates Allocation Manager) defined to the
operating system.

■ Operating system's Dynamic Allocation Interface (DAIR) module relinked. (This
optional component provides the TSO Allocation Manager support and is
independent of the remainder of Allocation Manager.)

For more information on these interfaces and how to define them, see the CA-ASM2
Planning Guide.
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10.2 Group Name Modification

The Group Name Modification portion of Allocation Manager allows your information
center to dynamically define DASD unit pools by associating UNIT... group names
with volume serial numbers rather than unit addresses.

The Group Name Modification Program rebuilds the operating system's Eligible
Devices Table to redefine DASD unit group names according to information
center-defined parameters. No IPL is required and the effects are immediate.

This program has the following capabilities:

■ Immediate redefinition of the DASD UNIT group names (Esoteric Device Names)
for the operating system without an IPL.

■ Specification of the DASD UNIT group names by volume serial number rather
than unit address.

■ Production of convenient cross-reference reports in group-to-unit name and
unit-to-group name sequence.

■ Simulated redefinition of UNIT groups without actual update to the operating
system's components (when executed in TEST mode).

10.2.1 Group Name Modification Program (AMEGNMP)

The Group Name Modification Program (AMEGNMP) is a batch program that allows
you to designate those DASD volume serial numbers that are used by the specified
group names. Control statements specify the DASD groups to be redefined and the
contents (VOLSERs which must be online) of each DASD group. Only DASD groups
that are currently defined to the system are eligible for redefinition.

AMEGNMP performs the following functions:

■ Processes PARM input from the execute statement.

■ Processes and verifies group names and volumes input on control statements.

■ Issues appropriate error and information messages.

■ Builds tables to reflect new configuration in a temporary OS table's work area.

■ Produces group name-to-device cross reference reports representing the modified
or existing group name configuration.

■ Updates the system's OS tables when not in test mode.

Group Name Modification issues WTOR message AMEGNMP-15 before continuing
with a production run of Group Name Modification that actually updates the EDT. A
response other than U causes the EDT not to be updated (resets to a TEST run). Since
it is suggested that modification of the EDT not be attempted while device allocation
is in process, this message also gives the operators an opportunity to temporarily halt
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device allocation while Group Name Modification is running (satisfy all outstanding
mounts and drain the initiators if not running at IPL).

10.2.2 Job Control Statements

Sample JCL for AMEGNMP

//AMGNMP JOB (accounting info),REGION=nK

//STEPLIB DD DISP=(SHR,PASS),DSN=SYS2.ASM2.LOADLIB

//STEP1 EXEC PGM=AMEGNMP,PARM='TEST=YES'

//CAAMPRNT DD SYSOUT=a

//CAAMIN DD �

(control statements here)

/�

where:

AMGNMP Is the job statement. For REGION=nK, the minimum core
requirement for AMEGNMP is 128K. Information centers with a very
large number of devices may require additional work space for tables.
A region size of 512K is recommended for larger information centers.

STEP1 Is the execute statement for the Group Name Modification Program.
If PARM='TEST=YES' is specified, Group Name Modification
processing is performed generating reports CAAM-R511 and
CAAM-R512 reflecting the modified group name status. Actual
update of the OS tables is suppressed. Parameters in the
PARM='string' can be coded in any order and any or all PARMS can
be omitted, for example,

PARM='NOSTORAGE,TEST=YES,PUBLIC'

PARM='string' values can be:

TEST=YES/NO Indicates whether to simulate redefinition of
UNIT groups without actually updating the
operating system's components.

NOSTORAGE Indicates that volumes whose mount attributes
are storage are not to be considered. The default
is to use only volumes mounted with the storage
attribute.

PUBLIC Indicates that volumes mounted with the public
attribute be considered. The default is not to
consider public volumes.

PRIVATE Indicates that volumes mounted with the private
attribute be considered. The default is not to
consider private volumes.

Note:  Volumes mounted with the private attribute may NOT be used
for a Disk Staging Area (DSA).
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 DD Statements

STEPLIB Defines the Allocation Manager Load Library.

CAAMPRNT Required. Defines the sequential message data set for reports
CAAM-R510, CAAM-R511 and CAAM-R512. You can write this
data set to a system output device, a tape volume or a direct-access
volume. You must define this data set with a fixed or fixed-block
record format.

CAAMIN Required. Defines the control statement data set. If no control
statements are entered, this is a dummy data set and reports
CAAM-R511 and CAAM-R512 are generated reflecting the current
status of your DASD group names. The data set normally resides in
the input stream. However, it can reside on a system input device,
a tape volume or a direct-access volume. You must define this with
a fixed or fixed-block record format.

 Control Statements: 

Control Statement Format

group-name volser1,...,volsern

Keyword Description

group-name Specifies an Esoteric Device Group previously defined in your
operating system SYSGEN, IOGEN or EDTGEN. It must be a DASD
only device group.

volser(n) Specifies the volume serial of a DASD volume to be included in the
specified group.

When Group Name Modification completes, the specified group has been rebuilt
consisting only of the named VOLSERs.

Control Statement Restrictions

AMEGNMP modifies group names using data input on control statements subject to
the following restrictions:

■ The group name must begin in column one.

■ The group name must have at least one blank separator between it and the input
volume(s).

■ The group name must not be repeated on any other control statement.

■ The maximum number of group names permissible is 32.

■ Any number of volumes may follow a group name but a volume may not be
repeated within any given group name.

■ The list of volumes for a given group name must be separated by commas. The
first blank that is not preceded by a comma terminates the input volume list.
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■ Volumes may be continued on as many control statements as are required. The
last volume on a control statement followed by a comma denotes continuation.
Volume continuation may begin in any column but must not be preceded by the
group name. Volumes may be input through column 80.

■ If RESET is the only operand specified for a given group name, this group name
is modified to reference the devices defined at IPL.

■ Units used for virtual I/O (VIO) must not be coded or they lose their VIO
attributes.

■ All volumes desired to correspond to a particular group name must be listed.

■ It is not necessary to code group names that are unchanged.

Control Statement Example

In this example, the following group names are generated:

■ D3350 for 3350 devices
■ D3380 for 3380 devices
■ DISK for a mix of 3380 and 3390 devices

AMEGNMP is run in test mode, assigning volumes V3350A, V3350B, and V3380C
(all 3380 devices) to group name D3380. Volumes V3390A, V3390B and V3390C (all
3390 devices) are assigned to group name D3390, while volumes V3380D (a 3380
device) and V3390D (a 3390 device) are assigned to DISK, which was generated to
support both 3380 and 3390 devices.

//AMGNMP JOB (accounting info)

//STEP1 DD PGM=AMEGNMP,PARM='TEST=YES'

//STEPLIB EXEC DISP=SHR,DSN=CAAM.AMLOAD

//CAAMPRNT DD SYSOUT=a

//CAAMIN DD �

D338� V338�A,V338�B,V338�C

D339� V339�A,

 V339�B,

 V339�C

 DISK V338�D,V339�D

 /�
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10.2.3 Group Name Modification Program Reports

The Group Name Modification Program produces three reports. When you select it,
Allocation Manager automatically generates report CAAM-R510. If this report shows
no errors, it automatically generates reports CAAM-511 and CAAM-512. Sample
reports are shown on the following pages.

Report CAAM-R510, Group Name Modification

This report lists all parameter and control statement input for Group Name
Modification, and outputs information and appropriate error messages when necessary.
When you request the program, the report reflects all input and any errors detected in
processing. If no errors occur, Allocation Manager generates reports CAAM-511 and
CAAM-R512, reflecting the updated or modified status of your information center's
DASD group names.

Report CAAM-R511, Group Name to Unit Cross Reference

This report lists all DASD group names generated into the system and the volumes and
unit addresses currently assigned to them. Review of this report identifies the units
currently allocated to a specific group name. You can produce this report without
modifying OS control blocks by omitting control statements to AMEGNMP. The
report is in sequential group name order as contained in the Eligible Devices Table.

Report CAAM-R512, Unit to Group Name Cross-Reference

This report lists all unit addresses designated as DASD with their device type, current
volume serial number and all user group names associated with the unit address.
Review of this report identifies all group names currently allocated to a specific unit
address. You can produce this report without modifying OS control blocks by omitting
control statements to AMEGNMP. The report is sequenced according to unit address.
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10.2.3.1 Report CAAM-R510, Group Name Modification

COMPUTER ASSOCIATES GROUP NAME MODIFICATION REPORT CAAM-R51� PAGE 1

CA-ALLOCATION MANAGER VERSION 4.2 MM/DD/YY 15.47.34

 WRKDA M8�WK1

COMPUTER ASSOCIATES GROUP NAME MODIFICATION REPORT CAAM-R51� PAGE 2

CA-ALLOCATION MANAGER VERSION 4.2 MM/DD/YY 15.5�.5�

 AMCGNMP-5� ELIGIBLE DEVICES TABLE UPDATED

AMEGNMP HAS TERMINATED SUCCESSFULLY 147 DEVICE GROUPS GENERATED

10.2.3.2 Report CAAM-R511, Group Name to Unit Cross-Reference

 COMPUTER ASSOCIATES GROUP NAME TO UNIT CROSS-REFERENCE CAAM-R511 PAGE ���1

 CA-ALLOCATION MANAGER VERSION 4.2 MM/DD/YY 18.59.4�

 GROUP NAME ADR VOLUME ADR VOLUME ADR VOLUME ADR VOLUME ADR VOLUME ADR VOLUME ADR VOLUME ADR VOLUME

 SYSDA 121 M8�PP2 126 M8��14 127 M8��15 13E M8�PP5 168 T8�RS6 16D MVSLIB 365 M8���5 37B M8�37B

 37C T8�DL6

 DISK 121 M8�PP2 126 M8��14 127 M8��15 13E M8�PP5 168 T8�RS6 16D MVSLIB 365 M8���5 37B M8�37B

 37C T8�DL6

 TSODA 362 M8�TS1 363 M8�TS2 37A M8�TS3

 VIO 37� M8�WK2 361 M8�WK1

 SYSALLDA 121 M8�PP2 126 M8��14 127 M8��15 13E M8�PP5 168 T8�RS6 16D MVSLIB 365 M8���5 37B M8�37B

 37C T8�DL6 37� M8�WK2 361 M8�WK1 362 M8�TS1 363 M8�TS2 37A M8�TS3

 WRKDA 361 M8�WK1
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10.2.3.3 Report CAAM-R512, Unit to Group Name Cross-Reference

 COMPUTER ASSOCIATES UNIT TO GROUP NAME CROSS-REFERENCE CAAM-R512 PAGE ���1

 CA-ALLOCATION MANAGER VERSION 4.2 �5/�3/98 18.59.4�

 UNIT DEVICE VOLUME GROUP NAMES

 121 338� M8�PP2 SYSDA DISK SYSALLDA

 126 338� M8��14 SYSDA DISK SYSALLDA

 127 338� M8��15 SYSDA DISK SYSALLDA

 13E 338� M8�PP5 SYSDA DISK SYSALLDA

 168 338� T8�RS6 SYSDA DISK SYSALLDA

 16D 338� MVSLIB SYSDA DISK SYSALLDA

 361 338� M8�WK1 VIO SYSALLDA WRKDA

 362 338� M8�TS1 TSODA SYSALLDA

 363 338� M8�TS2 TSODA SYSALLDA

 365 338� M8���5 SYSDA DISK SYSALLDA

 37� 338� M8�WK2 VIO SYSALLDA

 37A 338� M8�TS3 TSODA SYSALLDA

 37B 338� M8�37B SYSDA DISK SYSALLDA

 37C 338� T8�DL6 SYSDA DISK SYSALLDA
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10.3 Standards Enforcement and Unit Override

The allocation rules enforced by Allocation Manager are specified on control
statements that are input to a batch program, AMEAMTU. The rules are edited and
formatted as a linked table called the Allocation Manager Table (AMT).

10.3.1 Allocation Manager Table (AMT)

The AMT defines the following criteria:

 ■ Job type
■ Group name overrides for the UNIT parameter
■ Allowable data set name, volumes, and unit names
■ Restricted data set name, volumes, and unit names

 ■ Error options

Allocation Manager Table Processing on page 10-24 describes how Allocation
Manager searches the AMT and processes these statements.

Based on the information defined in the AMT, CA-ASM2 classifies each job into a
JOBTYPE according to job name, accounting information, and programmer name.
Each new DASD data set is then classified as temporary, GDG, nontemporary with a
future expiration date, or nontemporary without a future expiration date. The
classification governs the processing of the UNIT parameter on the DD statement
associated with the data set.

Your information center may have as many versions of AMTs as it desires and may
change the AMT currently being referenced at any time.

10.3.2 Allocation Manager Table Utility (AMEAMTU)

The Allocation Manager Table utility, AMEAMTU, performs the following
procedures:

■ Builds an AMT
■ Lists the contents of an AMT
■ Loads an AMT into memory and activates Allocation Manager processing
■ Deactivates Allocation Manager processing

AMEAMTU uses a JCL parameter OPT (option) to determine its requested function.
The values for OPT are BUILD, LIST, and LOAD. An additional parameter, NAME,
is used by all functions to identify the name of the AMT to BUILD, LIST, or LOAD.

BUILD This inputs AMT control statements and creates a standard load module
format AMT. Allocation Manager invokes the linkage editor to output the
module to the data set defined by the SYSLMOD DD. After the AMT is
created, the LIST function is automatically invoked to format the contents
of the AMT.
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LIST This accesses the specified AMT in load module form from the
SYSLMOD.DD and formats its contents in the CAAM-R502 report.

LOAD This determines if the specified AMT is located in the library indicated,
and invokes the SVC to move the AMT load module into the System
Queue Area (SQA). You can also invoke the LOAD function to terminate
all Allocation Manager activity by specifying NULL as the name of the
AMT table to be loaded.

AMEAMTU produces two reports. When you execute any function associated with
AMEAMTU, it automatically generates report CAAM-R501 that lists all information
center-supplied control input to the utility. A second report, CAAM-R502, is
generated by executing the BUILD or LIST function. This report lists the contents of a
single AMT load module. It is not generated when errors exist on the CAAM-R501
report. See Allocation Manager (AMEAMTU) Reports on page 10-26 and Group
Name Modification Program Reports on page 10-7 for more information and sample
reports.

10.3.3 Job Control Statements

Sample JCL for AMEAMTU

//AMBUILD JOB (accounting info),REGION=nK

//STEP1 EXEC PGM=AMEAMTU,PARM='OPT=xxxxx,NAME=xxxxxxxx,...'

//STEPLIB DD DSN=SYS2.ASM2.LOADLIB

//SYSUDUMP DD SYSOUT=a

//CAAMPRNT DD SYSOUT=a

//CAAMREPT DD SYSOUT=a

//SYSPRINT DD SYSOUT=a

//SYSUT1 DD UNIT=SYSDA,SPACE=(TRK,(1�,5))

//SYSLIN DD UNIT=SYSDA,DISP=(NEW,PASS),

// SPACE=(TRK,(1,1)),DSN=&&AMT,

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=4��,DSORG=PS)

//SYSLMOD DD DISP=SHR,DSN=SYS1.LINKLIB

//CAAMIN DD �

(control statements here)

/�

where:

AMBUILD Is the job statement. For REGION=nK, the average core requirement
for building an AMT is approximately 512K.
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STEP1 Is the execute statement for the Allocation Manager Table Utility
program, where PARM=' ' values can be:

 OPT=xxxx
 NAME=xxxxxxxx
 MSGLEVEL=x
 LKED=xxxxxxxx
 TABLE=xx

You can also specify these keywords as input to the CAAMIN DD control statement,
but they must precede any utility control statements used to build an AMT. Keyword
descriptions follow:

OPT=xxxxx Specifies the function and is required. Allowable values for
OPT are:

BUILD Build an AMT
LIST List an AMT
LOAD Load an AMT

NAME=xxxxxxxx Specifies the name of the AMT. The default name is
CAAMAMT1. You may name alternate AMTs any valid
member name. Suggested names are CAAMAMT2,
CAAMAMT3, and so on.

MSGLEVEL=x Specifies the online Allocation Manager messages to be
output. Allocation Manager issues all messages with a
message class equal to or greater than the MSGLEVEL
specified in the AMT. Message levels follow:

0 (Default) All informational, action and header messages

1 Informational and action messages only

2 Action messages only

3 None

See the CA-ASM2 Messages guide for the messages associated
with each level. Messages begin with CAAM.

LKED=xxxxxxxx Specifies the name of the linkage editor to use when building
an AMT. The default name is IEWLF880. If you include the
DD statement UCCUT1, the linkage editor name defaults to
UCC6 and no overrides are allowed.

TABLE=xx Specifies the size of the work area needed to build an AMT in
KBs. The default is 10K. The maximum allowable is 32K.
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10.3.3.1 Special Options for Maintenance Tasks

Stopping and Starting Allocation Manager

'OPT=LOAD,NAME=NULL' - STOP ALLOCATION MANAGER ACTIVITY

Stops all Allocation Manager activity in the IEFUJV SMF exit as if Allocation
Manager is not present.

'OPT=LOAD,NAME=xxxxxxxx' - RESTART ALLOCATION MANAGER ACTIVITY

Causes Allocation Manager to be reinstated using the same Allocation Manager Table
or if NAME=xxxxxxxx is specified, a new table is loaded.

 DD Statements

STEPLIB Defines the CA-ASM2 Load Library.

SYSUDUMP Indicates where the dump is output if the program terminates
abnormally.

CAAMPRNT Required. Defines a sequential message data set for Report
CAAM-R501. You must define the data set with a fixed or
fixed-block record format.

CAAMREPT Required. Defines a sequential message data set for Report
CAAM-R502. You must define the data set with a fixed or fixed
block record format.

SYSPRINT Required. Defines a sequential message data set for the linkage
editor. You may define this DD as DD DUMMY when listing or
loading an AMT, but SYSPRINT must adhere to linkage editor
requirements when building an AMT.

SYSUT1 Required. Defines the work file for the linkage editor. You may
define this DD as DD DUMMY when listing or loading an AMT,
but SYSUT1 must adhere to linkage editor requirements when
building an AMT.

SYSLIN Required. Defines a sequential data set containing linkage editor
control statements created by AMEAMTU and used as input by the
linkage editor. You may define this DD as DD DUMMY when
listing or loading an AMT, but SYSLIN must adhere to linkage
editor requirements when building an AMT.

SYSLMOD Required. Defines a partitioned data set (PDS) for the AMT. This
data set must reside in your link list. SYSLMOD must define the
PDS for both input and output of the AMT. The AMT is output to
this DD when OPT=BUILD is specified. When OPT=LOAD or
OPT=LIST is specified, the named AMT is input from this DD.

CAAMIN Required. Defines the control statement data set. Normally this data
set resides in the input stream. However, it can reside on any input
device, tape or direct access volume. You must define the data set
with a fixed or fixed-block record format.
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 Examples: 

Example 1 - Build Allocation Manager Table

This example shows an AMT built using a work area of 20K and link edited by
IEWLF880 into the SYS1.LINKLIB under the name CAAMAMT2. The Allocation
Manager messages output are those assigned to MSGLEVEL 0, the default. Sample
BUILD JCL is available in SAMPLIB member AMBUILD.

//AMBUILD JOB (accounting info)

//STEP1 EXEC PGM=AMEAMTU,PARM='OPT=BUILD,TABLE=2�,NAME=CAAMAMT2'

//STEPLIB DD DISP=SHR,DSN=SYS2.AMS2.LOADLIB

//CAAMPRNT DD SYSOUT=a

//CAAMREPT DD SYSOUT=a

//SYSPRINT DD SYSOUT=a

//SYSUT1 DD UNIT=SYSDA,SPACE=(TRK,(1�,5))

//SYSLIN DD UNIT=SYSDA,DISP=(NEW,PASS),

// SPACE=(TRK,(1,1)),DSN=&&AMT,

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=4��,DSORG=PS)

//SYSLMOD DD DISP=SHR,DSN=SYS1.LINKLIB

//CAAMIN DD �

(control statements here)

/�

Example 2 - List Allocation Manager Table

This example requests that the contents of the AMT named CAAMAMT2 located in
USER.LIB be listed. Sample LIST JCL is available in SAMPLIB member AMLIST.

//AMLIST JOB (accounting info)

//STEP1 EXEC PGM=AMEAMTU,PARM='OPT=LIST,NAME=CAAMAMT2'

//STEPLIB DD DISP=SHR,DSN=SYS2.ASM2.LOADLIB

//CAAMPRNT DD SYSOUT=a

//CAAMREPT DD SYSOUT=a

//SYSPRINT DD DUMMY

//SYSUT1 DD DUMMY

//SYSLIN DD DUMMY

//SYSLMOD DD DISP=SHR,DSN=USER.LIB

//CAAMIN DD DUMMY
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Example 3 - Load Allocation Manager Table

In this example, the AMT named CAAMAMT2 and located in USER.LIB is loaded
for Allocation Manager. Sample LOAD JCL is available in SAMPLIB member
AMLOAD.

//AMLOAD JOB (accounting info)

//STEP1 EXEC PGM=AMEAMTU,PARM='OPT=LOAD,NAME=CAAMAMT2'

//STEPLIB DD DISP=SHR,DSN=SYS2.ASM2.LOADLIB

//CAAMPRNT DD SYSOUT=a

//CAAMREPT DD SYSOUT=a

//SYSPRINT DD DUMMY

//SYSUT1 DD DUMMY

//SYSLIN DD DUMMY

//SYSLMOD DD DISP=SHR,DSN=USER.LIB

//CAAMIN DD DUMMY

Control Statements:  The Allocation Manager Table utility uses five control
statements to build the AMT. These statements define the standards to be enforced, the
disposition of jobs that do not conform to the standards, and the group names used for
UNIT overrides. See Allocation Manager Table Processing on page 10-24 for the steps
Allocation Manager follows in searching the AMT.

JOBTYPE Defines the job type identifier and the criteria used in classifying
jobs.

UNIT Defines the DASD pool names (esoteric unit group names) used to
override the UNIT parameter.

RESTRICT Specifies the data sets, units, and VOLSERs that are restricted for
access. This criteria fails the job.

ALLOW Defines the criteria that prevent Allocation Manager from
overriding the UNIT parameter.

ERRORS Defines the action Allocation Manager takes when it encounters
errors, and specifies if it examines existing data sets in checking
restricted resources.

Control Statement Restrictions

An * in column one denotes a comment statement and may be used at your discretion.
No PARM control statements are accepted after the first control statement is
processed. You can specify control statements in any order. Allowable columns are 1
through 71. Column 72 must be blank. Columns 73 through 80 are reserved for
sequence numbers if desired. You cannot continue control statements. Input as many
control statements as necessary to define standards for any one type/subtype
combination.
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In the following example, four generic data set names are restricted for one specific
job type:

RESTRICT=(TEST,�1,DSN,BOM.PAY�)

RESTRICT=(TEST,�1,DSN,MFG.PAY�)

RESTRICT=(TEST,�1,DSN,P�,MASTER.P�)

Optionally, any numeric field may have leading zeros. For example:

JOBTYPE=(TEST,��1,...)

UNIT=(TEST,�1,...)

Private Volumes

For UNIT, RESTRICT, and ALLOW statements, take extra precaution regarding
volumes defined to the operating system as PRIVATE (through the SYS1.PARMLIB
member VATLSTnn or the MOUNT command) or any allocation where the VOLSER
is specified. Through Allocation Manager, it is possible to override the UNIT to a
group name that is incompatible with the VOLSER specified in the JCL, resulting in
an invalid UNIT/VOLSER combination and subsequent JCL error. To avoid this, use
the ALLOW or RESTRICT control statements to define specific criteria for overriding
the UNIT parameter associated with allocation to a PRIVATE volume.

For example, a shop has all volumes mounted as STORAGE or PUBLIC, except for
six volumes: SYSRES, SYSDL1, SYSDL2, D80001, D80002 and D80003. To prevent
overrides to the UNIT parameter for any DD statement allocating a data set on one of
these volumes, code the following control statement:

ALLOW=(PROD,�1,VOLSER,SYS�,D8��)

This permits the allocations to proceed without an override. You must specify this
statement for each type/subtype (PROD.01 in the example) combination that requires
access to one of these volumes. (See ALLOW Control Statement on page 10-22 for
details.)

10-16 System Reference Guide



10.3 Standards Enforcement and Unit Override

Sample Allocation Manager Table

JOBTYPE=(PROD,1,ACCT,2,1,HE67)

JOBTYPE=(PROD,1,ACCT,2,1,HE68)

JOBTYPE=(TEST,1,JOBNM,1,1,TU)

JOBTYPE=(SYS,1,JOBNM,1,1,SYS,ACCT,1,1,HE69)

JOBTYPE=(UNKNOWN,1)

�

UNIT=(PROD,1,PTEMP,SYSDA,PGDG,333�)

UNIT=(TEST,1,TTEMP,TWORK,TGDG,FAIL)

UNIT=(SYS,1,ALLOW,ALLOW,ALLOW,ALLOW)

UNIT=(UNKNOWN,1,TTEMP,TWORK,FAIL,FAIL)

�

ALLOW=(PROD,1,UNIT,2314)

�

RESTRICT=(TEST,1,UNIT,2314)

RESTRICT=(TEST,1,VOLSER,LIB1�2,LIB1�3)

JOBTYPE Control Statement

JOBTYPE=(type,subtype,field,subfield,position,arg,[field,subfield,position,arg])

JOBTYPEs are defined by combinations of job name characters, accounting field
characters, and programmer name characters. Jobs are classified as Production, Test,
System, or Unknown. Each type can have up to 256 subtypes except Unknown which
allows only one subtype. Together, the type and subtype provide a unique identifier for
a logical group of jobs. The result of this logical grouping is that a single AMT load
module actually represents many individual sets of criteria, each tailored for a
particular job group.

The order of JOBTYPE control statements is significant. The first JOBTYPE statement
whose criteria matches the job is used to type the job. It is usually best to place more
specific criteria (such as entire job names, entire accounting fields, and so on) ahead of
more generic criteria.

A JOBTYPE control statement is mandatory for unknown job types; code it as:
JOBTYPE=(UNKNOWN,1). Only ONE unknown JOBTYPE is allowed per AMT.
Only type and subtype parameters are allowed in an UNKNOWN JOBTYPE entry. It
is generally best to code the UNKNOWN JOBTYPE as the last JOBTYPE in the
AMT.

To classify jobs correctly, you can specify up to two conditions in the same JOBTYPE
parameter. If you use the second field, subfield, position, and arg classifiers, they are
ANDed with the first set. Multiple control statements for the same job type indicate an
OR condition.

Keyword Description

type Defines the job type:

PROD Production job
TEST Test job
SYS Systems job
UNKNOWN Unknown job type
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subtype Defines the job subtype (0 through 255).

field Specifies the field to be checked for the classification argument value:

JOBNM Jobname
ACCT Accounting information
PGNM Programmer's name

subfield Specifies the number of the accounting subfield to be used for
classification. It must always be 1 for JOBNM and PGNM. Otherwise it
is a numeric value from 1 through 99. For example, the following job
statement,

//JOB1 JOB '36,428,921',JOE

is assigned accounting subfields as follows:

Subfields Value

 1 36
 2 428
 3 921

position Specifies the beginning position within the field/subfield to be used for
classification. The numeric value cannot be greater than the maximum
length allowed for each field:

Field Length

JOBNM 8
ACCT 20
PGNM 20

arg Defines the argument to be used for classification. The position in the
field/subfield plus the length of the argument (arg) minus one cannot
exceed the maximum length allowed for the field specified. For
example, if JOBNM is specified, the maximum field length is eight
characters. A position=7 and arg=DM is valid (8-7-1=0), while a
position=6 and arg=ABCD is invalid (8-6-3<0).

When classifying jobs using two conditions and both fields/subfields are
the same, position and arg length of the first condition must not be
overlapped by the displacement of the second condition. For example,
when both conditions specify field=ACCT,subfield=1, the following is
valid:

FIRST CONDITION: position=1,arg=ABC
SECOND CONDITION: position=4,arg=XYZ

An invalid overlap occurs when:

FIRST CONDITION: position=1,arg=ABC
SECOND CONDITION: position=3,arg=XYZ
(Characters C and X both define position 3.)
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JOBTYPE Examples

JOBTYPE=(PROD,�1,JOBNM,1,1,AC)

If the job name begins with AC, Allocation Manager classifies a job as a production
job, subtype 1.

JOBTYPE=(TEST,1,ACCT,2,1,HE67)

If the second field of accounting information begins with HE67, Allocation Manager
classifies a job as a test job, subtype 1.

JOBTYPE=(SYS,��1,JOBNM,1,6,CAM,ACCT,4,1,471)

If the last three characters of an eight-character job name are CAM and the fourth
subfield of accounting information begins with 471, Allocation Manager classifies a
job as a system job, subtype 1.

UNIT Control Statement

UNIT=(type,subtype,unit1,unit2,unit3,unit4)

For a specific job type, UNIT defines the DASD generic unit names used for
overriding the UNIT parameter for DASD allocations. You specify a unit name (group
name) for each of the four data set types:

 ■ Temporary
■ Nontemporary without a future expiration date
■ Generation data set
■ Nontemporary with a future expiration date

You must submit one and only one UNIT control statement for every unique
JOBTYPE specification. Also, all fields are required except unit4 which, if omitted,
defaults to the DASD generic name specified for unit2 data sets.

Keyword Description

type Defines the job type:

PROD Production job
TEST Test job
SYS Systems job
UNKNOWN Unknown job type

subtype Defines the job subtype (0 through 255).

unit1 Defines the DASD generic unit name override for temporary data sets.
This name is be applied to all data sets with a system generated data set
name and/or DISP=(NEW,DELETE,...) in the JCL.

unit2 Defines the DASD generic unit name override for nontemporary data sets
with no future expiration date.
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unit3 Defines the DASD generic unit name override for GDG data sets. GDG
data sets that specify the specific generation are not flagged by the
operating system as GDGs, so they are treated by Allocation Manager as
nontemporary data sets.

unit4 Defines the DASD generic unit name override for nontemporary data sets
with a future expiration date or EXPDT=33nnn. If omitted, the value
specified at unit2 is used.

You may use the following two special keywords for the DASD generic unit name
overrides:

ALLOW Specifies that the UNIT parameter on the DD statement for that data set
type is not to be overridden.

FAIL Marks the job for error processing. If the ERRORS control statement for
this job's JOBTYPE indicates FLAG, a warning is written into the job's
log and the allocation is not overridden.

UNIT Examples

UNIT=(PROD,1,PTEMP,PWORK,PGDG,PDISK)

If a job is classified as production, subtype 1, and a GDG data set is created,
Allocation Manager overrides the UNIT parameter with PGDG.

UNIT=(TEST,04,ALLOW,PWORK,FAIL,FAIL)

If a job is classified as test, subtype 4, the following occurs:

■ The UNIT parameter is not overridden for temporary data sets.

■ PWORK becomes the UNIT parameter for nontemporary data sets without an
expiration date.

■ The job fails if it attempts to allocate a GDG data set or a nontemporary data set
with a future expiration date.

RESTRICT Control Statement

RESTRICT=(type,subtype,level,value1,...,valuen)

This optional control statement specifies DASD units, VOLSERs, or data sets that are
restricted for a given job type. There are no limitations to the number of RESTRICT
statements you can specify.

When you specify REF on the ERRORS control statement, the RESTRICT criteria are
applied to DDs describing existing DASD data sets and new DASD allocations.
JOBLIB, STEPLIB, JOBCAT and STEPCAT data sets are not included in the REF
processing. If Allocation Manager marks a job for error processing, that job may be
failed or only flagged, depending on the ERRORS control statement associated with
this job's JOBTYPE.
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RESTRICT processing may be viewed as a separate component of Allocation
Manager. Except for the classification of jobs with the JOBTYPE statement and the
REF option on the ERRORS statement, the remainder of Allocation Manager is
concerned with the override of the UNIT parameter. The function of RESTRICT
processing is to determine whether the job should be run or not, based on the unit,
VOLSER or data set referenced on a DASD allocation. Non-DASD resources are not
subjected to the RESTRICT checks.

Keyword Description

type Defines the job type:

PROD Production job
TEST Test job
SYS Systems job
UNKNOWN Unknown job type

subtype Defines the job subtype (0 through 255).

level Defines which field is restricted:

UNIT Channel/control unit, device type or generic name.
Maximum characters are eight.

VOLSER Volume serial number. Maximum characters are six.

DSN Data set name. Maximum characters are 44.

Note:  An asterisk (*) as the last character of a UNIT, VOLSER, or
DSN indicates a generic specification.

value Defines the values to be restricted for the level specified.

RESTRICT Examples

RESTRICT=(TEST,1,UNIT,2314)

If a job is classified as test, subtype 1, and the UNIT parameter specifies 2314,
Allocation Manager marks the job for subsequent error processing. See ERRORS
Control Statement on page 10-22 for error processing options.

RESTRICT=(TEST,1,VOLSER,LIB101,LIB12*)

If a job is classified as a test, subtype 1, Allocation Manager marks the job for
subsequent error processing if the VOL=SER= parameter specifies LIB101 or any
volume starting with LIB12.

RESTRICT=(TEST,1,DSN,SYS1.LINKLIB,PAYROLL.*)

If a job is classified as test, subtype 1, Allocation Manager marks the job for
subsequent error processing if the DSN= parameter specifies a data set name of
SYS1.LINKLIB or if any data set name starts with PAYROLL.
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ALLOW Control Statement

ALLOW=(type,subtype,level,value1,...,valuen)

This optional control statement defines the criteria that prevent Allocation Manager
from overriding the UNIT parameter on an individual DD statement. There is no
limitation to the number of ALLOW statements specified.

Keyword Description

type Defines the job type.

PROD Production job
TEST Test job
SYS Systems job
UNKNOWN Unknown job type

subtype Defines the job subtype (0 through 255).

level Defines which field is allowed.

UNIT Channel/control unit, device type or generic name.
Maximum characters are eight.

VOLSER Volume serial numbers. Maximum characters are six.

DSN Data set name. Maximum characters are 44.

An asterisk (*) as the last character of a UNIT, VOLSER
or DSN indicates a generic specification.

value Defines the values to be allowed for the level specified.

ALLOW Examples

ALLOW=(PROD,2,UNIT,2314)

If a job is classified as production, subtype 2, Allocation Manager does not override
any UNIT parameter that specifies 2314.

ALLOW=(TEST,1,VOLSER,TEST01,TEST02)

If a job is classified as test, subtype 1, Allocation Manager does not override the UNIT
parameter if TEST01 or TEST02 is specified in the VOL=SER= parameter.

ALLOW=(SYS,1,DSN,SYS1.*,SYS2.LINKLIB)

If a job is classified as systems, subtype 1, Allocation Manager does not override the
UNIT parameter if the DSN= parameter specifies any data set name that starts with
SYS1. or specifies a data set name of SYS2.LINKLIB.

ERRORS Control Statement

ERRORS=(type,subtype,option1,option2)
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This optional control statement specifies whether FAIL or FLAG processing is in
force, and in addition whether existing DASD data sets are to be subjected to the
RESTRICT criteria. If FAIL processing is in force, the job is canceled. If FLAG error
processing is in force, error messages are placed in the job's log and the allocation is
allowed to continue.

You can submit only one ERRORS control statement for each unique JOBTYPE
specification. If you omit the ERRORS statement for a specific JOBTYPE, processing
defaults to FAILing the job when errors are found, and existing data sets are not
referenced for RESTRICT criteria checks. JOBLIB, STEPLIB, JOBCAT and
STEPCAT data sets are not included in the REF processing.

Keyword Description

type Defines the job type.

PROD Production job
TEST Test job
SYS Systems job
UNKNOWN Unknown job type

subtype Defines the job subtype (0 through 255).

option Defines the option(s) for this control statement:

FAIL Any errors encountered fail the job. This is the default and
need not be entered. Mutually exclusive with FLAG.

FLAG Any errors encountered produce an error message that is
placed in the job's log without failing the job. Mutually
exclusive with FAIL. If you specify FLAG, normal UNIT
overrides are still performed; it is only the RESTRICT or
UNIT FAIL errors that are overridden.

REF Existing DASD data sets are subject to all Allocation Manager
RESTRICT criteria.

ERRORS Examples

ERRORS=(PROD,01,FLAG)

If a job is classified as production, subtype 1, Allocation Manager only flags errors
resulting from RESTRICT violations or if FAIL was specified as the UNIT name to
override for a data set in the job.

ERRORS=(TEST,01,REF)

If a job is classified as test, subtype 1, Allocation Manager fails the job if any errors
are encountered. RESTRICT criteria tests are applied against existing, and new data
sets.
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10.3.4 Allocation Manager Table Processing

The following steps describe how Allocation Manager searches the AMT:

1. It searches the JOBTYPE entries to classify the job type/subtype. Entries are
searched in the same order they are defined. Subtype numbers are merely used as
identifiers, not for sequencing. Allocation Manager performs this step once per
job. It performs steps 2 through 4 once for every DD statement that describes a
new DASD allocation. It also applies Step 2 to existing DASD allocations if you
selected the REF option.

2. It checks the RESTRICT criteria in the AMT against the unit, VOLSER, and data
set name. If a unit, VOLSER, or data set parameter matches to any restricted
resource for this type/subtype, it marks the job for error processing and does not
perform UNIT override (or ALLOW) processing for this DD.

3. It searches the ALLOW entries of the AMT for a match with the specified unit,
VOLSER, or data set name parameters for the DD. If it finds a match, it allows
the allocation and does not perform the UNIT override processing in Step 4.

4. It references the UNIT entry associated with the type/subtype for this job, and
overrides the JCL UNIT parameter with the appropriate group name for the data
set type (temporary, GDG, and so on).

Allocation Manager processes all DD statements for DASD allocations in a job, even
after it encounters a restricted or invalid allocation. As an exception to this rule, it fails
the job immediately when user exit AMCUSREX produces a return code requesting
that the job be failed.

A failed RESTRICT check always supersedes UNIT override and ALLOW processing.
The projected UNIT overrides to be performed on the other DDs in the job is still
displayed in the job log, but the job fails.

10.3.5 AMEAMTU Return Codes

If a failure occurs, an additional message appears on the CAAM-R501 report. See the
CA-ASM2 Messages guide for instructions on processing the error.

Return Code Explanation
4 SVC NOT INSTALLED
8 AMCSVC# NOT RUN

12 LINKAGE EDITOR ERROR
 16 BLDL ERROR
 20 JOB FAILED
 24 TABLE OVERFLOW

28 TABLE SIZE EXCEEDED
 32 GETMAIN ERROR
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10.3.6 Sample Batch Job

This example shows a job failed by Allocation Manager because it attempted to create
a data set name with a restricted high-level qualifier:

-------- JOB 667 IEF�97I MFGBOM�1 - USER T4�DS�1 ASSIGNED

 18.52.1� JOB 667 IEF452I MFGBOM�1 JOB NOT RUN - JCL ERROR

 18.52.1� JOB 667 $HASP396 MFGBOM�1 TERMINATED

------ JES2 JOB STATISTICS ------

 �3 MAY 98 JOB EXECUTION DATE

18 CARDS READ

18 SYSOUT PRINT RECORDS

� SYSOUT PUNCH RECORDS

1 SYSOUT SPOOL KBYTES

�.�� MINUTES EXECUTION TIME

1 //MFGBOM�1 JOB (2�4,336),JOE.SMITH,CLASS=1,MSGCLASS=A

 ���JOBPARM ROOM=4�24

 ���

 2 //JS�1 EXEC PGM=IEBGENER

3 //SYSPRINT DD SYSOUT=�

 4 //SYSIN DD DUMMY

 5 //SYSUT1 DD DSN=MFG.BOM.MASTER,DISP=SHR

 6 //SYSUT2 DD DSN=SYS4.BOM.MSTR.BKUP,DISP=(,CATLG,DELETE),

 // SPACE=(CYL,(5,1)),UNIT=DISK,

 // DCB=(RECFM=FB,LRECL=29�,BLKSIZE=6�9�,DSORG=PS)

 ���

 7 //JS�2 EXEC PGM=IEBGENER

8 //SYSPRINT DD SYSOUT=�

 9 //SYSIN DD DUMMY

 1� //SYSUT1 DD DSN=MFG.PRICE.MASTER,DISP=SHR

 11 //SYSUT2 DD DSN=SMITHJ.PRICE.MSTR.BKUP,DISP=(,CATLG,DELETE),

 // SPACE=(CYL,(5,1)),UNIT=WRKDA,

 // DCB=(RECFM=FB,LRECL=29�,BLKSIZE=6�9�,DSORG=PS)

CAAM�1�I CA-ALLOCATION MANAGER VERSION 4.2

CAAM�11I JOB MFGBOM�1 CLASSIFIED AS PROD, SUBTYPE 4

CAAM�12I �STEP=JS�1 PGM=IEBGENER

CAAM�14I DSNAME IN //SYSUT2 RESTRICTED

CAAM�12I �STEP=JS�2 PGM=IEBGENER

CAAM�16I UNIT IN //SYSUT2 CHANGED TO TSODA

CAAM�19I JOB MFGBOM�1 WAS FAILED BY ALLOCATION MANAGER

These Allocation Manager control statements were specified in the AMT that
processed the job:

 JOBTYPE=(PROD,4,JOBNAME,1,1,MFG

 ...

 UNIT=(PROD,4,VIO,TSODA,ALLOW,FAIL)

 ...

 RESTRICT=(PROD,4,DSN,SYS4.�)

 ...

Chapter 10. Allocation Manager 10-25



10.3 Standards Enforcement and Unit Override

These are the results:

■ Allocation Manager used the job name to type the job; characters 1-3 of the job
name matched the criteria for group PROD,4 (MFG).

■ The data set set name being created in SYSUT2 of STEP1 matches a
RESTRICTed resource for group PROD,4; hence, it causes Allocation Manager to
mark the job for error processing.

■ Since the SYSUT2 DD fails the RESTRICT check, Allocation Manager does not
override its UNIT parameter. If it did not fail the RESTRICT check, it would be
overridden to TSODA as is SYSUT2 in STEP2.

■ SYSUT2 for STEP2 shows WRKDA is changed to TSODA. The data set being
created does not contain an expiration date, and is not a temporary data set or
GDG data set. Thus, the second unit from UNIT statement is used to override the
UNIT parameter.

■ No ERRORS statement was provided for group PROD,4, so Allocation Manager
fails the job because it was marked for error processing.

10.3.7 Allocation Manager (AMEAMTU) Reports

The AMEAMTU utility produces two reports, CAAM-R501 and CAAM-R502, that
verify data on an AMT. Sample reports are shown on the following pages.

Report CAAM-R501, Allocation Manager Table Utility

This report lists all information center-supplied control input to the AMEAMTU
utility, and any errors detected while processing this input. CAAM-R501 is generated
by all functions of AMEAMTU, and provides you with information to correct
erroneous entries. Error messages are displayed next to the statement at fault. See the
CA-ASM2 Messages giude for an explanation of these messages.

Report CAAM-R502, Allocation Manager Table Utility Criteria

This report lists the contents of a single AMT Load Module. It lists each job type and
subtype with the associated characteristics defined in an Allocation Manager Table.
Since there are multiple Allocation Manager Tables possible, the table used in creating
the report is identified by name, and creation date and time. This report contains a
section for each job type and subtype. Within each section, there is a detailed
definition of the Allocation Manager criteria for that job type and subtype.

This report is generated automatically by using the BUILD function or explicitly by
using the LIST function. The report is sequenced in the order in which the Allocation
Manager criteria JOBTYPE statements are entered when the table is built.
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10.3.7.1 Report CAAM-R501, Allocation Manager Table Utility

 COMPUTER ASSOCIATES ALLOCATION MANAGER TABLE UTILITY CAAM-R5�1 PAGE ���1

 CA-ALLOCATION MANAGER VERSION 4.2 MM/DD/YY 19.28.2�

 OPT=BUILD,NAME=CAAMAMT2,MSGLEVEL=�

 JOBTYPE=(PROD,1,JOBNM,1,1,PAC)

 JOBTYPE=(PROD,2,JOBNM,1,1,PPR)

 JOBTYPE=(PROD,3,JOBNM,1,1,PMF)

 JOBTYPE=(TEST,3,JOBNM,1,1,TMF)

 JOBTYPE=(TEST,4,JOBNM,1,1,T)

 JOBTYPE=(SYS,1,JOBNM,1,1,S)

 JOBTYPE=(UNKNOWN,1)

 UNIT=(PROD,1,WORKDA,ACDASD,ACDASD,ACDASD)

 UNIT=(PROD,2,WORKDA,PRDASD,PRDASD,PRDASD)

 UNIT=(PROD,3,WORKDA,MFDASD,MFDASD,MFDASD)

 UNIT=(TEST,3,WORKDA,MFTESTDA,MFTESTDA,MFTESTDA)

 UNIT=(TEST,4,WORKDA,TSODA,TSODA,TSODA)

 UNIT=(SYS,1,ALLOW,ALLOW,ALLOW,ALLOW)

 UNIT=(UNKNOWN,1,FAIL,FAIL,FAIL,FAIL)

 ALLOW=(TEST,3,UNIT,TSODA)

 RESTRICT=(PROD,1,VOLSER,S�,D�)

 RESTRICT=(PROD,2,VOLSER,S�,D�)

 RESTRICT=(PROD,3,VOLSER,S�,D�)

 RESTRICT=(TEST,3,VOLSER,S�,D�)

 RESTRICT=(TEST,4,VOLSER,S�,D�)

JOB AMEAMTU TERMINATED SUCCESSFULLY

10.3.7.2 Report CAAM-R501, Allocation Manager Table Utility (With Errors)

 COMPUTER ASSOCIATES ALLOCATION MANAGER TABLE UTILITY CAAM-R5�1 PAGE ���1

 CA-ALLOCATION MANAGER VERSION 4.2 MM/DD/YY 19.26.2�

 OPT=BUILD,NAME=CAAMAMT5,TABLE=1,MSGLEVEL=2

 JOBTYPE=(PROD,1,JOBNM,1,1,PAC)

JOBTYPE=(RPOD,2,JOBNM,1,1,PPR) ��� �4 - "RPOD,2,J" INVALID TYPE

 JOBTYPE=(PROD,3,JOBNM,1,1,PMF)

 JOBTYPE=(TEST,3,JOBNM,1,1,TMF)

 JOBTYPE=(TEST,4,JOBNM,1,1,T)

 JOBTYPE=(SYS,1,JOBNM,1,1,S)

 JOBTYPE=(UNKNOWN,1)

 UNIT=(PROD,1,WORKDA,ACDASD,ACDASD,ACDASD)

 UNIT=(PROD,2,WORKDA,PRDASD,PRDASD,PRDASD)

 UNIT=(PROD,3,WORKDA,MFDASD,MFDASD,MFDASD)

 UNIT=(TEST,3,WORKDA,MFTESTDA,MFTESTDA,MFTESTDA)

UNIT=(TEST,4,WORKDA,TSODA,TSODA,TSODA,TSODA) ��� 27 - INVALID UNIT GENERIC NAME ENTRIES

 UNIT=(SYS,1,ALLOW,ALLOW,ALLOW,ALLOW)

 UNIT=(UNKNOWN,1,FAIL,FAIL,FAIL,FAIL)

 ALLOW=(TEST,3,UNIT,TSODA)

 RESTRICT=(PROD,1,VOLSER,S�,D�)

 RESTRICT=(PROD,2,VOLSER,S�,D�)

 RESTRICT=(PROD,3,VOLSER,S�,D�)

RESTRICT=(PROD,3,UNIT,GROUP���1) ��� 12 - "GROUP���" INVALID LEVEL OPERAND OR DATA

 RESTRICT=(TEST,3,VOLSER,S�,D�)

 RESTRICT=(TEST,4,VOLSER,S�,D�)

��� 23 - JOB FAILED DUE TO ERRORS
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10.3.7.3 Report CAAM-R502, Allocation Manager Table Utility Criteria

 COMPUTER ASSOCIATES ALLOCATION MANAGER TABLE REPORT CAAM-R5�2 PAGE ���1

 CA-ALLOCATION MANAGER VERSION 4.2 MM/DD/YY 19.28.2�

TABLE NAME IS CAAMAMT2 CREATED AT 19:28:26 ON MM/DD/YY MESSAGE LEVEL IS �

 PRODUCTION JOB TYPE '1' IS DEFINED AS JOB NAME, DISPLACEMENT �1 EQUAL 'PAC'

OVERRIDE UNIT NAMES ARE WORKDA(TEMP), ACDASD(WORK), ACDASD(GDG), ACDASD(PERM)

RESTRICTED VOLUMES ARE 'S�' 'D�'

NO RESTRICTED UNITS WERE SPECIFIED

NO RESTRICTED DSNAMES WERE SPECIFIED

NO ALLOWABLE UNITS WERE SPECIFIED

NO ALLOWABLE VOLUMES WERE SPECIFIED

NO ALLOWABLE DSNAMES WERE SPECIFIED

ERROR OPTION IS FAIL

 PRODUCTION JOB TYPE '2' IS DEFINED AS JOB NAME, DISPLACEMENT �1 EQUAL 'PPR'

OVERRIDE UNIT NAMES ARE WORKDA(TEMP), PRDASD(WORK), PRDASD(GDG), PRDASD(PERM)

RESTRICTED VOLUMES ARE 'S�' 'D�'

NO RESTRICTED UNITS WERE SPECIFIED

NO RESTRICTED DSNAMES WERE SPECIFIED

NO ALLOWABLE UNITS WERE SPECIFIED

NO ALLOWABLE VOLUMES WERE SPECIFIED

NO ALLOWABLE DSNAMES WERE SPECIFIED

ERROR OPTION IS FAIL

 PRODUCTION JOB TYPE '3' IS DEFINED AS JOB NAME, DISPLACEMENT �1 EQUAL 'PMF'

OVERRIDE UNIT NAMES ARE WORKDA(TEMP), MFDASD(WORK), MFDASD(GDG), MFDASD(PERM)

RESTRICTED VOLUMES ARE 'S�' 'D�'

NO RESTRICTED UNITS WERE SPECIFIED

NO RESTRICTED DSNAMES WERE SPECIFIED

NO ALLOWABLE UNITS WERE SPECIFIED

NO ALLOWABLE VOLUMES WERE SPECIFIED

NO ALLOWABLE DSNAMES WERE SPECIFIED

ERROR OPTION IS FAIL

 TEST JOB TYPE '3' IS DEFINED AS JOB NAME, DISPLACEMENT �1 EQUAL 'TMF'

OVERRIDE UNIT NAMES ARE WORKDA(TEMP), MFTESTDA(WORK), MFTESTDA(GDG), MFTESTDA(PERM)

RESTRICTED VOLUMES ARE 'S�' 'D�'

NO RESTRICTED UNITS WERE SPECIFIED

NO RESTRICTED DSNAMES WERE SPECIFIED

ALLOWABLE UNITS ARE 'TSODA'

NO ALLOWABLE VOLUMES WERE SPECIFIED

NO ALLOWABLE DSNAMES WERE SPECIFIED

ERROR OPTION IS FAIL

10-28 System Reference Guide



10.3 Standards Enforcement and Unit Override

10.3.8 User Exit - AMCUSREX

A sample Allocation Manager user exit is distributed in source form as member
AMCUSREX on the Allocation Manager SAMPLIB. This exit includes code to:

■ Allocate permanent data sets to specific units depending on EXPDT or retention
period.

■ Override the UNIT name with the IBM generic name for the device if the data set
is a system generated data set used for volume allocation.

These functions are discussed in detail in this section. Dummy routines are also
provided for ease in implementing additional functions as required.

Allocation Manager determines if the user exit is to be taken by locating module
AMCUSREX in a LINKLIST library. If none is found, Allocation Manager assumes
no user processing is necessary.

AMCUSREX gets control in supervisor state, protect key 0 with AMODE 24 and
RMODE 24. The exit must be reentrant.

 10.3.8.1 Control

The Allocation Manager user exit AMCUSREX gains control:

■ Immediately following the job type determination (job type processing).

■ Immediately after the data set type and action to be taken are selected (selected
data set processing), or

■ Immediately after CA-ASM2 determines that the data set is not to be processed by
Allocation Manager (nonselected data set processing), and

■ After all JCL for the job has been processed (job ENQ processing).

 10.3.8.2 Processing

The following processing may be performed in the user exit AMCUSREX:

■ Command the unit not be overridden.
■ Modify the job type, generic name override, data set type, SIOT or JFCB.
■ Allow the job to be processed or fail the job as a JCL error.
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10.3.8.3 Job Type Selection Processing

After the job type has been determined, the user exit is given control with the
following input parameter list. Register 1 contains the address of a list of fullword
addresses:

 A(EXIT CODE) *Note 1
A(USER WORK AREA) *Note 2
A(ALLOCATION MANAGER TABLE)
A(JOB TYPE CODE) *Note 3

 A(JOB NAME)
 A(ACCOUNTING INFORMATION)
 A(PROGRAMMER NAME)

* See the next section on Parameter List Notes on page 10-32 for parameter list note
explanations.

The return code in register 15 indicates the action taken by the exit.

Return Code Action

0 No action is taken.

4 Fail the job as a JCL error.

8 Job type is replaced. If the replacement job type is not defined in the
current Allocation Manager Table, the job is classified and processed
as an UNKNOWN job type.

10.3.8.4 Selected Data Set Processing

After the data set type and return code are selected, the user exit is again given
control. The input parameters pointed to by register 1 are:

 A(EXIT CODE) *Note 1
A(USER WORK AREA) *Note 2
A(ALLOCATION MANAGER TABLE)
A(JOB TYPE CODE) *Note 3

 A(JOB NAME)
 A(ACCOUNTING INFORMATION)
 A(PROGRAMMER NAME)
 A(ACTION CODE) *Note 4

A(DATA SET TYPE CODE) *Note 5
A(GENERIC NAME OVERRIDE)
A(UNIT NAME CODED ON DD)
A(DATA SET NAME)

 A(SIOT)
 A(JFCB)
 A(SCT)

* See the Parameter List Notes on page 10-32 for parameter list note explanations.
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The return code in register 15 indicates the action taken by the exit.

Return Code Action

0 No action is taken.
4 Fail the job as a JCL error.
8 Do not override the UNIT name.

12 Generic name is replaced.
16 Data set type is replaced.
20 SIOT/JFCB is modified.

One of the functions in the supplied user exit allocates permanent data sets (Type 04)
to specific units depending on EXPDT or retention period. This is accomplished in the
ACUESDPM routine. The UNIT name to retention period relationship is defined in the
DAYTABLE table entries. You need to change this table to meet the needs of your
information center. A data set with a retention period equal to or less than the number
of days in a table entry is overridden with the UNIT name in that entry. The keyword
generic name ALLOW is the entry that suppresses the override. This action is to be
taken only for:

■ Permanent data sets not identified by the keyword expiration date (33nnn).
■ Permanent data sets not changed (action code X'00').
■ Permanent data sets to be overridden (action code X'01') by the Allocation

Manager criteria.

10.3.8.5 Nonselected Data Set Processing

After the data set type and return code are selected, the user exit is again given
control. If the data set is not to be processed by Allocation Manager (non-DASD data
sets), the user exit is given control to perform any checks that may be required. The
input parameters are the same as for the selected data set. However, the action code
and data set type code are zeros and the generic name override is equal to the UNIT
name from the DD statement. On certain types of DD statements (SYSOUT, DD *,
DD DUMMY) the operating system supplies a UNIT name for the data set. This
UNIT name is passed to the user exit in two parameters: GENERIC NAME
OVERRIDE and UNIT NAME CODED ON DD.

The return code in register 15 indicates the action taken by the exit.

Return Code Action

0 No action is taken.
4 Fail the job as a JCL error.
8 No action is taken.
12 Generic name is replaced.
16 Invalid, job is failed.
20 SIOT/JFCB is modified.
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One of the functions in the supplied user exit determines if a data set is a system
generated data set used for volume allocation. If it is volume allocation, the UNIT
name is overridden by the IBM generic name for the device. The routine that performs
this function is ACUEDSNS. The device type codes and associated names are defined
in the UCBDEVIC table.

10.3.8.6 Job ENQ Processing

After all JCL has been processed for a particular job, the decision is made to fail the
job or allow processing. The user exit is once again given control with the following
input parameters pointed to by register 1:

 A(EXIT CODE) *Note 1
A(USER WORK AREA) *Note 2
A(ALLOCATION MANAGER TABLE)
A(JOB TYPE CODE) *Note 3

 A(JOB NAME)
 A(ACCOUNTING INFORMATION)
 A(PROGRAMMER NAME)
 A(ACTION CODE) *Note 4

* See the Parameter List Notes on page 10-32 for parameter list note explanations.

The return code in register 15 indicates the action taken by the exit.

Return Code Action

0 No action is taken.
4 Fail the job as a JCL error.
8 Allow the job to be processed.

Parameter List Notes:  

Note 1

The EXIT CODE indicates which processing exit is being taken.

X'01' - Job type selection
X'02' - Selected data set processing
X'03' - Non-selected data set processing
X'04' - Job ENQ processing

Note 2

The user exit module must be reentrant and reusable. For performance reasons and
ease of use, the USER WORK AREA points to a 64-byte work area. This work area
is initialized to binary zeros by Allocation Manager at job type selection time.
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Note 3

The JOB TYPE CODE indicates what job type has been selected. It is a two-byte
field. Where byte 1 is the job type class:

X'01' - Production job
X'02' - Test job
X'03' - Systems job
X'04' - Unknown

Where byte 2 is the job type subclass: A hexadecimal number from '00' to 'FF'.

Note 4

The ACTION CODE indicates the action being taken. Selected data set processing
equals:

X'00' - No action taken
X'01' - UNIT name overridden
X'02' - UNIT name allowed
X'04' - DD statement in error

Job ENQ processing equals:

X'00' - No failure
X'04' - Job fails

Note 5

The DATA SET TYPE CODE indicates the type of data set:

X'01' - Temporary
X'02' - Nontemporary without an EXPDT in the future (and not 33nnn)
X'03' - Generation data group member
X'04' - Nontemporary with an EXPDT in the future (or 33nnn)

Chapter 10. Allocation Manager 10-33



10.4 TSO Allocation Manager

10.4 TSO Allocation Manager

When a TSO user allocates a new data set without specifying a volume serial number,
Allocation Manager governs the placement of the data set. Group names for this
purpose are defined at CA-ASM2 installation time in a table that is linked with the
operating system's Dynamic Allocation Interface Routine (DAIR).

■ For userid-level data sets, where the data set name is of the form yyyyyyyy.xxx...
(where yyyyyyyy is the TSO USER ID), Allocation Manager employs the userid
generic name for placement.

■ For a system temporary data set or if no data set name is present, Allocation
Manager employs the temporary generic name for DASD placement.

■ For non-userid and nontemporary data sets, the work generic name governs
placement.

The volumes associated with these group names may be defined to the Group Name
Modification Program as is the case in Allocation Manager for batch jobs. Thus, the
volumes can be moved to different unit addresses without impacting the TSO
operation.

If a TSO user specifies a specific volume serial number when allocating a new data
set, Allocation Manager does not act on the request. It expects that the proper group
name is present in the IBM user attributes data set (SYS1.UADS) for the individual
TSO user.

TSO Allocation Manager is not compatible with ISPF Version 2, Version 3, or with
IBM's Programming Control Facility (PCF).
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 Chapter 11. CA-ASM2 Utilities

This chapter discusses the following CA-ASM2 utilities:

 ■ $PDMUR
 ■ $PDSUR
 ■ $COPY
 ■ Library Compare
 ■ $TAPEDP
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 11.1 $PDMUR Utility

$PDMUR is an independent utility that can reload data sets that were unloaded with
the CA-ASM2 Physical Data Mover, $PDM. For example, if a data set's IPC record
was deleted but the data set still exists on tape, you can use $PDMUR to reload the
data set. $PDMUR cannot reload data sets unloaded to the Disk Staging Area (DSA)
or data sets unloaded to tape in compressed format.

Keep these conditions in mind when using the $PDMUR utility:

■ Allocate the disk data set either before or in the job step that executes $PDMUR.
The primary allocation must be large enough to contain the data to be reloaded.
CA-ASM2 does not use secondary allocations.

■ The reload must be to the original device type.

■ If the data set was allocated unmovable or ABSTR at unload, it must be allocated
to the same extents.

11.1.1 Job Control Statements

$PDMUR is executed with the ASM2PMR procedure. Sample JCL follows.

//STEP�1� EXEC PGM=$PDMUR

//STEPLIB DD DSN=CAI.CAILIB,DISP=SHR

 //SYSPRINT DD SYSOUT=A

//SYSUT1 DD <define tape device>

//SYSUT2 DD <define disk output data set>

//SYSIN DD �

DSN(dsname),VOL1(volser,file sequence number) -

VOL2(volser,file sequence number) -

VOL3(volser,file sequence number) -

VOL4(volser,file sequence number) -

VOL5(volser,file sequence number)

where:

STEP010 Is the execute statement for $PDMUR.

 DD Statements

STEPLIB Defines the $PDMUR load library.

SYSPRINT Defines a sequential message data set for $PDMUR.

SYSUT1 Defines the tape device.

SYSUT2 Defines the disk output data set.

SYSIN Defines a sequential data set containing control statements.
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 Control Statements

Keyword Description

DSN(dsname) Specifies a fully qualified data set name when enclosed in quotes.
When not enclosed in quotes, the jobname minus one character is
appended to the front of the data set name.
VOL1(volser,file,sequence number) specifies the unload volume.

VOL2 - VOL5 Required only if the data set spans multiple tapes. For example, if
the data set spans two tapes, the VOL2 statement is necessary; if
three tapes, VOL2 and VOL3 statements are necessary, and so on.

Note:  The continuation character (-) at the end of the statement is needed only when
you specify VOL2 through VOL5 statements.

 11.1.2 Examples

Example 1

This example allocates and reloads a disk data set from a single CA-ASM2 tape data
set.

//STEP�1� EXEC PGM=$PDMUR

//STEPLIB DD DSN=CAI.CAILIB,DISP=SHR

 //SYSPRINT DD SYSOUT=A

//SYSUT1 DD DSN=DUMMY.NAME,

// UNIT=(TAPE,,DEFER),

// LABEL=(,SL),

// VOL=SER=111111,

// DISP=OLD

//SYSUT2 DD DSN=DISK.DATASET.NAME,

// UNIT=DISK,VOL=SER=WORK�1,

// SPACE=(.....),

// DISP=(NEW,....)

//SYSIN DD �

DSN(TAPE.DATASET.NAME),VOL1(TAPVOL,13)

/�
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Example 2

This example reloads a preallocated disk data set from a CA-ASM2 tape data set that
spans two volumes.

//STEP�1� EXEC PGM=$PDMUR

//STEPLIB DD DSN=CAI.CAILIB,DISP=SHR

 //SYSPRINT DD SYSOUT=A

//SYSUT1 DD DSN=DUMMY.NAME,

// UNIT=(TAPE,,DEFER),

// LABEL=(,SL),

// VOL=SER=111111,

// DISP=OLD

//SYSUT2 DD DSN=DISK.DATASET.NAME,

// DISP=OLD

//SYSIN DD �

DSN(TAPE.DATASET.NAME) -

VOL1(ASM2�1,293) -

VOL2(ASM2�2,2)

/�
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 11.2 $PDSUR Utility

$PDSUR is a stand-alone version of the data mover program used to unload and reload
partitioned data sets in CA-ASM2. $PDSUR is designed to be compatible with
IEHMOVE. That is, $PDSUR uses the same unloaded format as IEHMOVE with the
option of blocking at up to 32K. Thus $PDSUR can reload data sets unloaded by
IEHMOVE, and IEHMOVE can reload data sets unloaded with $PDSUR (blocked
800).

Note:  $PDSUR cannot reload a data set that is spread across two or more tape
volumes. It cannot restore a data set backed up with $PDM. It cannot reload
data sets unloaded to the DSA or data sets unloaded to tape in compressed
format.

$PDSUR is provided for stand-alone use because the data mover portion of it is used
internally and it offers several improvements over IEHMOVE.

11.2.1 $PDSUR versus IEHMOVE

There are several differences in the design and operation of $PDSUR as compared to
IEHMOVE:

■ $PDSUR utilizes virtual storage rather than disk storage for internal tables and
work areas.

■ The default block size for unloaded data sets is 800, but it can be changed to any
multiple of 80.

■ Space for a reloaded data set must be preallocated. Unlike IEHMOVE, $PDSUR
does not dynamically allocate the data set.

■ $PDSUR handles only unload and reload operations.

■ $PDSUR provides for inclusion or exclusion of members on unload and reload.

■ $PDSUR can reblock RECFM=F or FB data sets on reload.
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11.2.2 Job Control Statements

 Sample JCL

//PDSUR EXEC PGM=$PDSUR

//SYSPRINT DD SYSOUT=A,DCB=BLKSIZE=35�9

 //STEPLIB DD DISP=SHR,DSN=CAI.CAILIB

//PDS1 DD DISP=SHR,DSN=USER.PDS1

//PDS2 DD DISP=SHR,DSN=USER.PDS2

//TAPE1 DD DISP=(,CATLG),DSN=UNLD.USER.PDS1,UNIT=TAPE

//TAPE2 DD DISP=(,CATLG),DSN=UNLD.USER.PDS2,LABEL=2,

// UNIT=AFF=TAPE1,VOL=REF=�.TAPE1

//SYSIN DD �

UNLOAD FROMDD=PDS1,TODD=TAPE1,LEAVE

UNLOAD FROMDD=PDS2,TODD=TAPE2

where:

PDSUR Is the execute statement for $PDSUR.

 DD Statements

SYSPRINT Defines a sequential message data set.

STEPLIB Defines the $PDSUR load library.

PDSx Defines each PDS for UNLOAD or RELOAD.

TAPEx Defines each tape file for UNLOAD, RELOAD, or LIST
commands.

SYSIN Defines a sequential data set containing control statements.

 Control Statements: 

Control statements must be contained in columns 1 through 72. No continuation is
allowed. Each control statement consists of a command plus operands. The command
must be the first thing on the statement, but may have any number of spaces preceding
it. Begin operands following 1 to 16 spaces after the command name. Separate
operands with commas. Scan of the statement is terminated by a blank following an
operand or column 72.
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Keywords are listed next. Acceptable abbreviations are shown in parentheses.

Keyword Description

LIST (L) Requests a list of the member names contained on the
unloaded file defined by FROMDD=.

MEMBER (M) Specifies one or more member names to be selected or
excluded from the previously requested UNLOAD or
RELOAD. Enter member names as operands on this statement.
Use as many MEMBER statements as required.

RELOAD (R) Specifies that a reload operation is to be performed.

UNLOAD (U) Specifies that an unload operation is to be performed.

Operand Description

EXCLUDE (E) For the UNLOAD and RELOAD commands: Specifies that the
MEMBER command is to supply a list of members to be
excluded from the operation.

FROMDD= (F=) For the UNLOAD: Specify the ddname defining the PDS.
For the RELOAD: Specify the ddname defining the tape.

LEAVE (L) At the the end of the operation, the tape file is closed with the
LEAVE option.

REPLACE (R) For the UNLOAD: Ignored.
For the RELOAD: Identically named members in the PDS are
overlaid.

SELECT (S) For the UNLOAD and RELOAD commands: Specifies that the
MEMBER command is to supply a list of members to be
copied.

TODD= (T=) For the UNLOAD: Specify the ddname defining the tape.
For the RELOAD: Specify the ddname defining the PDS.
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11.2.3 Examples - $PDSUR

 Example 1: 

This example specifies reload a PDS from a tape.

//PDSUR EXEC PGM=$PDSUR

//SYSPRINT DD SYSOUT=A,DCB=BLKSIZE=35�9

 //STEPLIB DD DISP=SHR,DSN=CAI.CAILIB

//PDS1 DD DISP=(NEW,CATLG),DSN=USER.PDS1,UNIT=SYSDA,

// SPACE=(CYL,(1,1,36))

//TAPE1 DD DISP=OLD,DSN=UNLOAD.USER.PDS1

RELOAD FROMDD=TAPE1,TODD=PDS1

 Example 2: 

This example specifies reload selected members of a PDS from a tape.

//PDSUR EXEC PGM=$PDSUR

//SYSPRINT DD SYSOUT=A,DCB=BLKSIZE=35�9

 //STEPLIB DD DISP=SHR,DSN=CAI.CAILIB

//PDS1 DD DISP=(NEW,CATLG),DSN=USER.PDS1,UNIT=SYSDA,

// SPACE=(CYL,(1,1,36))

//TAPE1 DD DISP=OLD,DSN=UNLOAD.USER.PDS1

RELOAD FROMDD=TAPE1,TODD=PDS1,SELECT

MEMBER MEMBER1,MEMBER2,MEMBER3
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 11.3 $COPY Utility

The $COPY utility allows you to copy input files of any RECFM to an output print
file with the RECFM of FA, FBA, VA, or VBA. If the RECFM of the input file
specifies ASA control characters, they are maintained in the output file. If ASA is not
specified, the first position of the output file is set to a space. $COPY takes the output
LRECL from JCL or data set if supplied, or set LRECL to 133 for F and FB records
and 137 for V and VB records. It uses the output BLKSIZE if specified, or set
BLKSIZE to contain 44 records.

The input file may be translated to uppercase as it is copied. Title pages may be
produced with block letter headings and a date.

11.3.1 Job Control Statements

 Sample JCL

//STEP�1� EXEC $PGM=$COPY,PARM='abc,abc,abc,abc,abc'

//SYSPRINT DD (error message file - optional)

//SYSUT1 DD (input file - optional)

//SYSUT2 DD (output file - required)

where:

STEP010 Is the execute statement for $COPY. The PARM field is optional.
If PARM is not specified, $COPY produces a single copy. If
PARM is supplied, it must be in this format:
PARM='abc,abc,abc,abc,abc'. The sequence can be repeated up to
five times. Each occurrence specifies lines to be produced by the
block letter routine as shown here. (Requesting any uppercase
translation in the title causes all data records to be translated to
uppercase.)

a Specifies the print option:

N Normal

R Reverse (letter blank with background of Xs)

S Translate to uppercase and reverse

U Translate to uppercase
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b Block letter expansion factor:

1 Each block letter is 12 lines high and 12 characters wide.

2 Each block letter is 24 x 24.

3 Each block letter is 36 x 36.

4 Each block letter is 48 x 48.

5 Each block letter is 60 x 60.

c Specifies the letters to be put on the block letter heading. The
number of letters allowed depends on the expansion factor:

Expansion Factor Number of Letters

 1 9

 2 4

 3 3

 4 2

 5 1

 DD Statements

SYSPRINT Optional. If specified, the program sets the DCB to
LRECL=133,BLKSIZE=133,RECFM=FBA.

SYSUT1 Optional. If SYSUT1 is not specified, $COPY produces only the
block letter heading.

SYSUT2 Required. The DCB may be specified or left to be obtained from the
input or output data set labels. If the SYSUT2 data set is missing any
DCB attributes, $COPY uses SYSUT1 DCB attributes as a model, if
possible. The RECFM need not be the same as SYSUT1, nor do the
LRECL and BLKSIZE need to be the same. When copying to a data
set with shorter LRECL, records are truncated. When copying to a
data set with larger LRECL, records are padded with blanks to a
maximum of LRECL or 133 bytes (whichever is less).

 11.3.2 Examples

 Example 1: 

This example prints a CA-ASM2 manual in uppercase.

//STEPA EXEC PGM=$COPY,PARM='U1 '

//SYSPRINT DD SYSOUT=A

//SYSUT1 DD DISP=SHR,DSN=ARCH.MANUAL(RSVP)

//SYSUT2 DD SYSOUT=A
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 Example 2: 

This example prints a report with block letter headers.

//STEPA EXEC PGM=$COPY,PARM='U1XYX LIST,U1FOR,U2RON'

//SYSPRINT DD SYSOUT=A

//SYSUT1 DD DISP=SHR,DSN=report dsn

//SYSUT2 DD SYSOUT=A

This example causes a title page to print in block letters with the following:

 XX XX YY YY XX XX LL IIIIIIII SSSSSSSSSS TTTTTTTTTTTT

 XX XX YY YY XX XX LL IIIIIIII SSSSSSSSSSSS TTTTTTTTTTTT

 XX XX YY YY XX XX LL II SS TT

 XX XX YY YY XX XX LL II SS TT

XXXX YYYY XXXX LL II SS TT

XX YY XX LL II SSSSSSSSS TT

XX YY XX LL II SSSSSSSSS TT

XXXX YY XXXX LL II SS TT

XX XX YY XX XX LL II SS TT

XX XX YY XX XX LL II SS TT

XX XX YY XX XX LLLLLLLLLL IIIIIIII SSSSSSSSSSSS TT

XX XX YY XX XX LLLLLLLLLL IIIIIIII SSSSSSSSSS TT

FFFFFFFFFFFF OOOOOOOOOO RRRRRRRRRRR

FFFFFFFFFFFF OOOOOOOOOOOO RRRRRRRRRRRR

 FF OO OO RR RR

 FF OO OO RR RR

 FF OO OO RR RR

 FFFFFFFF OO OO RRRRRRRRRRR

 FFFFFFFF OO OO RRRRRRRRRRR

 FF OO OO RR RR

 FF OO OO RR RR

 FF OO OO RR RR

 FF OOOOOOOOOOOO RR RR

 FF OOOOOOOOOO RR RR

 RRRRRRRRRRRRRRRRRRRRRR OOOOOOOOOOOOOOOOOOOO NNNN NNNN

 RRRRRRRRRRRRRRRRRRRRRR OOOOOOOOOOOOOOOOOOOO NNNN NNNN

RRRRRRRRRRRRRRRRRRRRRRRR OOOOOOOOOOOOOOOOOOOOOOOO NNNNNN NNNN

RRRRRRRRRRRRRRRRRRRRRRRR OOOOOOOOOOOOOOOOOOOOOOOO NNNNNN NNNN

 RRRR RRRR OOOO OOOO NNNNNNNN NNNN

 RRRR RRRR OOOO OOOO NNNNNNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRRRRRRRRRRRRRRRRRRRR OOOO OOOO NNNN NNNN NNNN

RRRRRRRRRRRRRRRRRRRRRR OOOO OOOO NNNN NNNN NNNN

 RRRRRRRRRRRRRRRRRRRRRR OOOO OOOO NNNN NNNN NNNN

 RRRRRRRRRRRRRRRRRRRRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNN NNNN

 RRRR RRRR OOOO OOOO NNNN NNNNNNNN

 RRRR RRRR OOOO OOOO NNNN NNNNNNNN

 RRRR RRRR OOOO OOOO NNNN NNNNNNN

 RRRR RRRR OOOOOOOOOOOOOOOOOOOOOOOO NNNN NNNNNN

 RRRR RRRR OOOOOOOOOOOOOOOOOOOOOOOO NNNN NNNNNN

RRRR RRRR OOOOOOOOOOOOOOOOOOOO NNNN NNNN

RRRR RRRR OOOOOOOOOOOOOOOOOOOO NNNN NNNN

THIS REPORT PREPARED AT 15:17 ON TUESDAY MM/DD/YY
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11.4 Library Compare Utility

The Library Compare utility compares members of multiple libraries and reports all
duplicate members through the Duplicate Members Names Report. This report
provides a listing of all members found on more than one library with the
assembled/compiled data and the link edit date for each load module or the ISPF last
modified and creation dates for each source member for which ISPF statistics exist.
You can use the information provided by the listing to eliminate duplicate members on
various libraries if it is not necessary for them to be there.

11.4.1 Job Control Statements

The JCL for executing the Library Compare utility that produces the Duplicate
Member Names report is shown here. There are no considerations other than
submitting the JCL to produce the report. The procedure ASM2LCU is generated
during CA-ASM2 installation and resides in your procedure library.

 Sample JCL

//LIBCOMP JOB (user information),REGION=nK

//STEPLIB DD DSN=asm2.load.library

 //ASM2LCU EXEC ASM2LCU

 //SYSUDUMP DD SYSOUT=a

 //ASMPRINT DD SYSOUT=a

//ISPMLIB DD DSN=xxxxxx.yyyyyy.CAIISPM,DISP=SHR

 //ASM2LCU.COMPAR�1 DD DSN=data.set.1

 //ASM2LCU.COMPAR�2 DD DSN=data.set.2

 . . .

 . . .

 . . .

 //ASM2LCU.COMPARnn DD DSN=data.set.nn

//� END OF STEP

where:

LIBCOMP Is the job statement. REGION=nk specifies the minimum main
storage requirements. 64K is the absolute minimum with an
additional 1K per library to be added for a large number of
libraries.

ASM2LCU Is the execute statement for the Library Compare Utility
program.
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 DD Statements

STEPLIB Defines the CA-ASM2 Load Library.

SYSUDUMP Specifies where the dump is output if the program
terminates abnormally.

ASMPRINT Defines the sequential message data set used for listing
the Duplicate Member Names Report. This data set may
be written to a system output device, a tape volume or a
direct-access volume . The data set must be defined with
either fixed or fixed-block record format. This DD
statement is required.

ISPM Defines the CA-ASM2 Message Library.

ASM2LCU.COMPARxx Specifies each library to be compared. The last two digits
of the ddname must be incremented by one until all
libraries have been defined. The COMPARnn DDs are
required and the first two ddnames must be COMPAR01
and COMPAR02.
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11.4 Library Compare Utility

11.4.2 Duplicate Members Names Report Example

 COMPUTER ASSOCIATES DUPLICATE MEMBER NAMES REPORT PAGE 1

 CA-ASM2 VERSION 4.2 SORTED BY MEMBER NAME 17.31.52 ON MM/DD/YY

 LIBRARIES COMPARED - SJ���4,DSN�1=JOESMITH.MISC.ASM �

 LIBRARIES COMPARED - SJ���4,DSN�2=JOESMITH.MISC.LOAD �

 LIBRARIES COMPARED - SJ���4,DSN�3=JOESMITH.MISC.LOAD �

 MEMBERS LIBRARIES FOUND ON LINKDATE COMP/ASM

ISPF MODT+ ISPF CRDT+

 $ARCHIVE DSN=JOESMITH.MISC.LOAD 12/�8/97 12/�8/97

 DSN=JOESMITH.MISC.LOAD 12/�8/97 12/�8/97

 $BACKUP DSN=JOESMITH.MISC.LOAD 12/�8/97 12/�8/97

 DSN=JOESMITH.MISC.LOAD 12/�8/97 12/�8/97

 $DASDMNT DSN=JOESMITH.MISC.LOAD 12/�8/97 12/�8/97

 DSN=JOESMITH.MISC.LOAD 12/�8/97 12/�8/97

 $OPTIONK DSN=JOESMITH.MISC.ASM 1�/�6/97+ �9/�7/96+

 DSN=JOESMITH.MISC.LOAD 1�/�6/97 1�/�6/97

 DSN=JOESMITH.MISC.LOAD 1�/�6/97 1�/�6/97

 $OPTIONL DSN=JOESMITH.MISC.ASM 1�/�9/97+ 1�/�9/96+

 DSN=JOESMITH.MISC.LOAD 1�/�9/97 1�/�9/97

 DSN=JOESMITH.MISC.LOAD 1�/�9/97 1�/�9/97

 $OPTIONS DSN=JOESMITH.MISC.LOAD 1�/�5/97 1�/�5/97

 DSN=JOESMITH.MISC.LOAD 1�/�5/97 1�/�5/97

 ISAMLOAD DSN=JOESMITH.MISC.ASM 11/28/97+ 11/28/97+

 DSN=JOESMITH.MISC.LOAD 11/28/97 11/28/97

 DSN=JOESMITH.MISC.LOAD 11/28/97 11/28/97

 LISTMEM DSN=JOESMITH.MISC.ASM �1/�4/97+ �1/�3/96+

 DSN=JOESMITH.MISC.LOAD �1/�4/97 �1/�4/97

 DSN=JOESMITH.MISC.LOAD �1/�4/97 �1/�4/97

 STAYLOG DSN=JOESMITH.MISC.ASM 1�/21/97+ 1�/�3/97+

 DSN=JOESMITH.MISC.LOAD 1�/21/97 1�/21/97

 DSN=JOESMITH.MISC.LOAD 1�/21/97 1�/21/97

 STRIP DSN=JOESMITH.MISC.ASM �9/25/97+ 1�/24/97+

 DSN=JOESMITH.MISC.LOAD 1�/28/97 1�/28/97

 DSN=JOESMITH.MISC.LOAD 1�/28/97 1�/28/97

 T$UOUT DSN=JOESMITH.MISC.ASM 11/3�/97+ 1�/�7/97+

 DSN=JOESMITH.MISC.LOAD 11/3�/97 11/3�/97

 DSN=JOESMITH.MISC.LOAD 11/3�/97 11/3�/97

 T$UOUTV1 DSN=JOESMITH.MISC.LOAD 11/22/97 11/22/97

 DSN=JOESMITH.MISC.LOAD 11/22/97 11/22/97

 TFILE DSN=JOESMITH.MISC.ASM MISSING MISSING

 DSN=JOESMITH.MISC.LOAD 12/�7/97 12/�7/97

 DSN=JOESMITH.MISC.LOAD 12/�7/97 12/�7/97

-TOTAL NUMBER OF DUPLICATE MEMBERS FOUND - ��13
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 Field Descriptions

MEMBERS The name of a module resident on more than one
library.

LIBRARIES FOUND ON A listing of all libraries on which a module is found.

LINKDATE 

ISPF MODT+ The calendar date (mm/dd/yy) on which the module was
linked or, if a plus sign (+) appears next to the date, the
date is the last modified date obtained from ISPF
statistics.

COMP/ASM 

ISPF CRDT+ The calendar date (mm/dd/yy) on which the module was
compiled/assembled or, if a plus sign (+) appears next to
the date, the date is the ISPF member creation date.
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 11.5 $TAPEDP Utility

The $TAPEDP utility is included in CAI.SAMPJCL as a debugging tool. It is only
meant to be used as directed by Computer Associates Technical Support personnel for
debugging purposes. Tape blocks of greater than 32670 bytes can be dumped with
this utility. The dump information is printed so that all of the hexadecimal data for a
line can be viewed without the need for scrolling. Start and stop parameters are
available for controlling the amount of output.
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11.6 $DISKPRT Utility

 11.6 $DISKPRT Utility

The $DISKPRT utility is included in CAI.SAMPJCL as a debugging tool. It is only
meant to be used as directed by Computer Associates Technical Support personnel for
debugging purposes. Disk blocks of greater than 32670 bytes can be dumped with this
utility. The dump information is printed so that all of the hexadecimal data for a line
can be viewed without the need for scrolling. Start and stop parameters are available
for controlling the amount of output.
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 11.7 $DFGMAPV Utility

The $DFGMAPV utility gives a volume map with hexadecimal and decimal track
values. It also shows free extents for the volume. This utility is included in
CAI.SAMPJCL.
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Chapter 12. DASD Space Maintenance

CA-ASM2 space management commands and options let you perform storage
maintenance tasks. Effective space management requires obtaining reliable information
on disk space usage and then, if necessary, compressing or releasing DASD space.

CA-ASM2 interactive space management commands $US and $SM provide detailed
information on data set usage, and information on data set size, space utilization, and
data set status. The Realtime Space Monitor program lets you monitor the availability
of free space in realtime. It collects DASD space usage information at continuous
predetermined intervals of time, giving you an overall picture of space usage in your
system.
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12.1 Data Set Usage - $US

12.1 Data Set Usage - $US

The $US command displays data set usage information contained in the VTOC (or
VSAM catalog) for specified data sets or any ageable VSAM object. $US can be
issued interactively in batch mode, as a TSO command, or from the ISPF Disk Space
Management Utility panel (see the IPSF User's Guide for details).

Specifying a high-level node or a generic subset of a node displays usage information
for a group of data sets. Usage information for VSAM objects not known to the
current catalog environment is not available. Usage data consist of the following:

 ■ Total usage
■ Date of last use
■ Date, time, and user ID of the last update

Note:  This usage data is only available when the CA-ASM2 OPEN modification is
installed. See page 4-72 for additional information regarding this modification.

The ID field can contain either the job name or TSO user ID, eight characters of OS
job accounting information, or the ACF2 LOGONID. The ID field can be set when the
data set is first opened or set every time the data set is opened for output. $US also
displays VSAM clusters, but does not maintain an ID field. If the SU60 change flag is
on and the SU60-compatibility option is selected in $OPTIONS, the $US report shows
a C following the last modification time.

 Syntax

Data Set Usage - $US 

 ┌ ┐─userid──
┌ ┐──INDEX( ──┴ ┴─dsnindx─ ) ────

��──$US─ ──┼ ┼────────────────────────── ──────────────────────────�

 │ │┌ ┐─,──────
 └ ┘──DSNAME ─(─ ───

�
┴─dsname─ ─)─

Required - none.

Defaults - user ID (TSO) or job name minus last character in batch.

 Operands

DSNAME Specifies a list of input data set names. If dsname is not
enclosed in single quotes, the userid under TSO, or the
JOBNAME minus 1 character under batch, is prefixed.

INDEX(dsnindx) Specifies the high-level qualifier of data set names to be listed
up to 44 characters. The default is the user ID that issued the
command (TSO), the job name minus trailing character, or a
character string.
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12.1 Data Set Usage - $US

Examples - $US

Example 1 - Data Set Usage Report

$us index(jrt)

 COMPUTER ASSOCIATES PAGE 1

 CA-ASM2 VERSION 4.2 18.43.34 ON MM/DD/YY

USE COUNT LAST USE LAST MOD MOD TIME MOD/JOB/USER VOLSER DSNAME

 19 �7-�8-98 �6-�9-98 12:�2 JRT MVS168 JRT

1�9 �7-�7-98 �7-�6-98 13:43 NRUL PAG169 JRT

 33 �7-�4-98 �7-�4-98 14:29 JRT WRK269 JRT

 4 �7-�6-98 �7-�6-98 12:58 JRT WRK269 JRT

 7 �7-�4-98 �6-21-98 18:18 JRTASRX MVS168 JRT

 4 �7-�8-98 �7-�8-98 15:�2 JRT WRK269 JRT

 4 �7-�8-98 �7-�8-98 15:�5 JRT WRK269 JRT

 1 �7-�8-98 �7-�8-98 15:49 JRT WRK269 JRT

 1 �7-�9-98 �7-�9-98 14:13 MXM WRK268 JRT

468 �7-�9-98 �7-�8-98 15:15 JRT WRK168 JRT

418 �7-�8-98 �6-21-98 17:47 JRT MVS168 JRT

 1 �7-�9-98 �7-�9-98 14:14 MXM WRK268 JRT

 5 �7-�8-98 �7-�8-98 14:43 JRT WRK269 JRT

 1 �7-�8-98 �7-�8-98 15:1� JRT WRK269 JRT

 2 �7-�8-98 �7-�8-98 15:1� JRT WRK268 JRT

 54 �7-�8-98 �6-26-98 21:28 JRT MVS168 JRT

 43 �7-�9-98 �7-�9-98 15:22 SAMI MVS168 JRT

 4 �7-�4-98 �6-21-98 23:�1 JRT WRK268 JRT

 2 �7-�8-98 �7-�6-98 13:54 JRT MVS168 JRT

191 �7-�7-98 �7-�7-98 19:23 RELL PAG16A JRT

 1� �7-�8-98 �7-�2-98 19:41 JRTR MVS16B JRT

 7 �7-�6-98 �7-�6-98 12:55 JRT WRK269 JRT

 7 �7-�6-98 �7-�6-98 12:55 JRT WRK269 JRT

 1 �7-�9-98 �7-�9-98 14:13 MXM WRK268 JRT

'$US' ENDED

 Field Descriptions

USE COUNT Data set use count.

LAST USE Date that data set was last used.

LAST MOD Date that data set was last modified.

MOD TIME Time that data set was last modified. A C is displayed following
the last modification time if the SU60 change flag is on and the
SU60-compatibility option is selected in $OPTIONS.

MOD/JOB/USER ID or job name of the last user.

VOLSER Volume serial number on which the data set resides.

DSNAME Data set name.
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 Example 2

$us index(sam1.�.data)

 COMPUTER ASSOCIATES PAGE 1

 CA-ASM2 VERSION 4.2 18.43.34 ON MM/DD/YY

USE COUNT LAST USE LAST MOD MOD TIME MOD/JOB/USER VOLSER DSNAME

6 �7-19-98 �7-19-98 ��:47 C SAM14 WRK168 SAM1

1 �7-19-98 �7-19-98 �2:�7 C SAM1 WRK269 SAM1

34 �7-21-98 �7-21-98 �2:58 JRT1 WRK269 SAM1

14 �7-19-98 �7-19-98 �1:37 C SAM14 WRK169 SAM1

22 �7-19-98 �7-14-98 21:19 MXM WRK269 SAM1

4 �7-19-98 �7-19-98 ��:13 C SAM1� WRK168 SAM1

 3 �5-23-98 �5-22-98 ��:11 SAM1 WRK168 SAM1

23 �7-29-98 �7-19-98 �1:35 SAM14 WRK169 SAM1

 6 �7-16-98 �7-16-98 �3:14 JRT WRK169 SAM1

 1 �5-23-98 �5-23-98 �3:�9 JRT WRK123 SAM1

 '$US' ENDED

 Example 3

$us dsname('gaz.asmx.load', 'sam1.c.load')

 COMPUTER ASSOCIATES PAGE 1

 CA-ASM2 VERSION 4.2 18.43.34 ON MM/DD/YY

USE COUNT LAST USE LAST MOD MOD TIME MOD/JOB/USER VOLSER DSNAME

232 �7-21-98 �7-2�-98 23:3� C GAZ MVS16B GAZ

727 �7-22-98 �7-19-98 �4:14 C SAM1 WRK26B SAM1

 '$US ENDED'
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12.2 Space Manager Command - $SM

The Space Manager command $SM is a space-management tool. $SM can operate on
a single data set, a list of data sets, or on all data sets beginning with a high-level
index. With $SM, you can perform the following tasks:

■ List space usage information showing allocation quantities for specified data sets.

■ Release all unused space from sequential data sets.

■ Release a portion of unused space from partitioned or sequential data sets,
retaining a certain percentage in anticipation of data set expansion.

■ Compress a data set (or multiple data sets) by specifying the data set name, user
ID, or high-level index.

■ Clear an empty sequential data set (or multiple data sets) by writing an end-of-file
(EOF) mark at the beginning of the data set.

To ensure data integrity, you can create duplicate copies of data sets before
compression runs, and either keep or delete them after compression. Assigning
allocation quantities for backup copies is flexible. You can specify primary and
secondary space allocations and directory block entries.

$SM can be issued interactively in batch mode, as a TSO command, or from the ISPF
Disk Space Management Utility panel (see the CA-ASM2 ISPF User Interface Guide
for details).

The syntax for $SM is shown on the following page. $SM with the compress feature
updates the LSTUS date.

$SM only works from the CA-ASM2 ISPF panels if ISPPLIB is in the APF list.

The syntax for $SM is shown on the following page. There is a 256 character limit
associated with each $SM command.
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12.2 Space Manager Command - $SM

 Syntax

Space Manager Command - $SM 

┌ ┐──INDEX(userid) ─────── ┌ ┐─LIST───
��──$SM─ ──┼ ┼────────────────────── ──┼ ┼──────── ──┬ ┬─────── ────────�
 │ │┌ ┐─,────── └ ┘─NOLIST─ └ ┘ ─NODIR─

└ ┘──DSNAME( ───
�

┴─dsname─ )

�─ ──┬ ┬──────────────── ──┬ ┬──────────── ──┬ ┬──────── ───────────────�
└ ┘──VOLUME(volume) └ ┘──UNIT(unit) └ ┘ ─NOTAPE─

  ┌ ┐─NORESET─ ┌ ┐─NORLSE────────────────
�─ ──┼ ┼───────── ──┼ ┼─────────────────────── ───────────────────────�

  └ ┘─RESET─── └ ┘──RLSE ──┬ ┬─────────────
├ ┤──SAVE(nnn) ──
└ ┘──PCTSAVE(nn)

  ┌ ┐─NOCOMPRESS──────────────────────────────────
�─ ──┼ ┼───────────────────────────────────────────── ─────────────�


  │ │┌ ┐─BACKUP──┤ Backup Parameters ├─
  └ ┘──COMPRESS ──┼ ┼───────────────────────────────

 └ ┘─NOBACKUP──────────────────────

Backup Parameters:
  ┌ ┐─NOSYSOUT─

├─ ──┼ ┼────────── ──┬ ┬──────────────── ──┬ ┬─────────────── ──────────�
  └ ┘─SYSOUT─── └ ┘──BKPVOL(volume) └ ┘──BKPUNIT(unit)

  ┌ ┐─KEEP─── ┌ ┐──PRIMARY(input data set size)
�─ ──┼ ┼──────── ──┼ ┼────────────────────────────── ─────────────────�

└ ┘─NOKEEP─ └ ┘ ─ ─PRIMARY(nnnnn) ──────────────

  ┌ ┐──SECONDARY(input data set size)
�─ ──┼ ┼──────────────────────────────── ──┬ ┬─────────── ────────────�

└ ┘──SECONDARY(nnnnn) ────────────── ├ ┤─CYLINDERS─
 └ ┘─TRACKS────

  ┌ ┐──DIRECTORY(input data set size)
�─ ──┼ ┼──────────────────────────────── ──┬ ┬────────────────── ─────┤

└ ┘──DIRECTORY(blocks) ───────────── ├ ┤──QUALIFY(dsnindx)
└ ┘──NEWNAME(dsname) ─

Required - none

Defaults - INDEX = user ID of issuer, LIST, NORLSE, NORESET, NOCOMPRESS,
PRIMARY(input data set size), SECONDARY(input data set size),
DIRECTORY(input data set number)

If COMPRESS is specified, the following defaults also apply: BACKUP,
NOSYSOUT, NOKEEP
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 Operands

INDEX(user ID) Specifies the high-level qualifier of the data set names to be
listed; up to 44 characters. The default is the user ID in
TSO, or the job name minus one trailing character in batch.

DSNAME Specifies the data set names for which space information is
requested.

LIST Specifies that data set space information is to be displayed
at the terminal. LIST is the default.

NOLIST Specifies that data set space information is not to be
displayed at the terminal.

NODIR Indicates that directory information is not to be calculated.

VOLUME(volume) Specifies the volume serial number of the data set and
permits referencing of uncataloged data sets.

UNIT(unit) Specifies the unit name for the volume containing the data
set and permits referencing of uncataloged data sets.

NOTAPE Indicates data sets cataloged to tape are not to be listed.

RESET Specifies that a sequential data set is to be cleared (reset to
empty by writing end-of-file indicator at start of data set).

NORESET Specifies a sequential data set is not to be cleared (reset to
empty by writing end-of-file indicator at start of data set).
NORESET is the default.

RLSE Specifies that unused space in data sets is to be released.

NORLSE Specifies that unused space in data sets is not to be
released. NORLSE is the default.

SAVE(nnn) Used in conjunction with RLSE to specify the number of
tracks or cylinders of unused space in a data set that is to be
saved rather than released.

PCTSAVE(nn) Used in conjunction with RLSE to specify the percentage of
used space that is to be saved as unused space. (For
example, suppose 10 of the allocated 15 tracks of a data set
are used; PCTSAVE(10) indicates 10% of the 10 tracks, or
one track of unused space are saved, and four tracks are
released.)

NOCOMPRESS Indicates a compress is not to be performed on partitioned
data sets. You must specify KEEP when using
NOCOMPRESS. NOCOMPRESS is the default.
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COMPRESS Indicates a compress is to be performed on partitioned data
sets. This updates the last REF information. If you are
using the IFG0196W modification, aging information is
updated.

NOBACKUP Indicates that CA-ASM2 is not to take a backup copy of a
PDS before performing a compress.

BACKUP Indicates that CA-ASM2 is to take a backup copy of a PDS
before performing a compress. You must specify KEEP
when using BACKUP.

SYSOUT Indicates the output from BACKUP is to be directed to the
terminal.

NOSYSOUT Indicates the output from BACKUP is not to be directed to
the terminal.

BKPVOL(volume) Specifies the volume on which CA-ASM2 allocates backup
copies of the data set. If you do not specify this parameter,
the default is the volume on which it resides.

BKPUNIT(unit) Specifies the unit name of the backup volume.

KEEP Specifies CA-ASM2 is to retain the backed up copy of a
PDS. You must specify KEEP when using NOCOMPRESS
and BACKUP.

NOKEEP Specifies CA-ASM2 is not to retain a backed up copy of a
PDS.

PRIMARY(nnnnn) Specifies the primary space allocation quantity to be used
for the backup copy of a PDS before compressing. The
default is the current size of the input PDS.

SECONDARY(nnnnn) Specifies the secondary space allocation quantity to be used
for the backup copy of a PDS before compressing. The
default is the current size the input PDS.

CYLINDERS Specifies that cylinders are the units of allocation of the
backup copy.

TRACKS Specifies tracks are the units of allocation of the backup
copy.

DIRECTORY(blocks) Specifies the number of directory entries to be allocated to
the backup copy of a PDS before compressing. The default
is the current size of the input PDS.

QUALIFY(dsnindx) Indicates that the name of the backup copy is to be derived
from the input PDS name plus an additional qualifier.

NEWNAME(dsname) Indicates the backup copy is to be assigned a NEWNAME.
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Examples - $SM:  

Example 1

This is an example of $SM syntax.

 $SM

 $SM INDEX(XXX)

 $SM RLSE

$SM DSNAME(XXX,YYY) COMPRESS RLSE SAVE(5)

 $SM DSNAME(ZZZ)

Example 2

This example shows the JCL required to execute $SM in batch.

//JOB JOB

//TMP EXEC PGM=IKJEFT�1,DYNAMNBR=3�

//SYSTSPRT DD SYSOUT=A

 //$OUTPUT DD SYSOUT=A

//$OUTPUTA DD SYSOUT=A

 //SYSTSIN DD �

$SM INDEX(XXX) COMPRESS RLSE
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Example 3 - Space Manager Report

$sm compress rlse

 COMPUTER ASSOCIATES PAGE 1

 CA-ASM2 VERSION 4.2 18.43.34 ON MM/DD/YY

 volser org unt sec ext alloc used diral dirus rlse data set

 tsdsk1 po trk 3 1 1 1 3 1 � user1.dsn

 tsdsk1 ps trk 1 3 4 4 � user1.dsn

 tsdsk1 ps trk 3 2 4 4 � user1.dsn

 tsdsk1 ps trk 1 1 1 1 � user1.dsn

 tsdsk1 po trk 2� 2 57 57 3 3 65 user1.dsn

 tsdsk1 po trk 5 1 1 1 1� 1 19 user1.dsn

 tsdsk1 ps blk 1 1 1 1 � user1.dsn

 tsdsk1 ps trk 1 1 1 1 � user1.dsn

 tsdsk1 po trk 5 2 6 6 5 2 � user1.dsn

 pag169 po trk 2 2 38 38 3� 3 8 user1.dsn

 tsdsk1 po trk 5 2 2 2 5 2 � user1.dsn

 tsdsk1 ps trk 5 1 1 1 � user1.dsn

 tsdsk1 ps blk 1 1 1 1 � user1.dsn

 tsdsk1 ps trk 3 1 1 1 � user1.dsn

 tsdsk1 ps trk 1 1 1 1 � user1.dsn

 tsdsk1 po blk 19 1 32 32 7 1 � user1.dsn

 tsdsk1 ps trk 3 1 1 1 � user1.dsn

 tsdsk1 po trk 5 4 15 15 5 1 4 user1.dsn

 tsdsk1 ps trk 1 3 3 3 � user1.dsn

 tsdski ps blk 1 1 1 1 � user1.dsn

 tsdsk1 po trk 5� 1 44 44 1� 5 2�� user1.dsn

 tsdsk1 po trk 5 1 22 22 1� 5 1 user1.dsn

 tsdsk1 po trk 3� 1 346 346 5 1 1�6 user1.dsn

 556 556 4�3 total

 Field Descriptions

VOLSER Volume serial number on which the data set resides.

ORG Data set organization.

UNT Unit - either tracks, cylinders, or blocks.

SEC Secondary allocation.

EXT Number of extents.

ALLOC Allocated tracks, cylinders, or blocks.

USED Used space.

DIRAL PDS directory space allocation.

DIRUS PDS directory space used.

RLSE Space released.

DATA SET Data set name.
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12.3 Realtime Space Monitor

The Realtime Space Monitor (RTSM) program performs space reporting and
disk-to-disk threshold archiving. RTSM actively monitors SMS storage groups, unit
groups, and volumes for space availability and utilization. It captures space information
on a time interval basis and records this information in a data set for later processing.
As it records the free space on the monitored volumes, it determines if the storage
utilization exceeds threshold values defined by your information center. Threshold
archival begins when RTSM detects the high threshold value and continues until
enough data has been moved to attain the low threshold value.

 12.3.1 Threshold-Driven Archival

RTSM monitors free space availability in realtime against threshold values defined by
the THRESHOLD=(high,low) keyword on the MONITOR statement. For SMS storage
groups, RTSM uses the threshold values contained in the storage group definitions.
The STGROUP and XSTGROUP keywords identify specific SMS storage groups for
monitoring. If a high threshold value is exceeded, RTSM automatically invokes the
Threshold Archiver (M2THRARC) program to select data sets for archival and place
them in a unique archive queue. RTSM always uses the RTSM job name as the queue
name. RTSM then invokes $DASDMNT to move the data sets from the queue to the
Disk Staging Area (DSA). At the end of the archival process, M2THRARC generates
an Archive Selection Report listing the selected data sets placed in the queue. An
example of this report is shown on 4-51.

Threshold archiving can also be invoked by the TSO or batch program. For more
information, see Threshold-Driven Archival on page 4-46.

 12.3.2 Space Reporting

RTSM provides DASD utilization reporting at the volume, esoteric unit name, and
SMS storage group level. It collects DASD space usage information continuously at
predetermined intervals of time, thus creating a snapshot image of your system's
DASD space allocation. RTSM reporting presents this information at the detail and
summary levels in either graphic or report formats. See the examples on 12-29.

The Realtime Space Monitor can be run on a continuous basis to reduce occurrences
of volumes from being over utilized by coding the appropriate volume and group
parameters and setting the THRESHOLD parameter to desired levels. The execution of
the reporting functions can provide a method to help adjust monitoring levels.
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12.3.3 RTSM as a Started Task

1. RTSM can be executed from a started task with the MVS START command S
ASM2SMON, THRESH=Y or THRESH=N.

2. RTSM can be shut down by issuing the MVS STOP command. When the stop is
issued the program terminates after the completion of either the M2THRARC
subtask or $DASDMNT subtask if threshold archiving is active. The message
ASMRT020 indicates which subtask is active at the time of the shutdown request.

3. RTSM needs to be shutdown and restarted if any dynamic reconfiguration of
esoteric unit groups or SMS storage groups is done during RTSM execution.

4. If RTSM is invoked as a batch function, it is possible to have multiple concurrent
executions active. The same SMONFILE collects all the data for reporting. Each
execution of RTSM has a separate archive queue, M2THRARC, and $DASDMNT
execution.

5. RTSM causes $DASDMNT to invoke $FORMAT to format a temporary file as
the actual physical queue. ARCHBKLG with DISP=OLD may be included to
override procedure JCL to use a preexisting queue if desired.

12.3.4 Realtime Space Monitor Data Set

The Realtime Space Monitor data set contains DASD space usage information logged
by RTSM continuously at predetermined time intervals. This information is reported
by the Realtime DASD Space Monitor Available Space Reports. The RTSM data set
has the following organization:

 DCB=(RECFM=FB,LRECL=12�,BLKSIZE=12��,DSORG=PS),SPACE=(12��,(3�,1�))

Space requirements are dependent on the number and type of requests and the
configuration in your information center. The only restriction is that the RTSM data
set must be on a DASD device.
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12.3.5 Control Statements for $DASDMNT Invoked by RTSM

The process of threshold archiving involves the execution of the program $DASDMNT
by issuing an ATTACH macro. The control of $DASDMNT is done by providing
parameters to ddnames ARCPARMS and MNTSYIN. The content of these parameters
records can be referred to by consulting Chapter 4, “Archival and Backup.” The
parameters provided to ARCPARMS are general controls for any data set that is to be
processed by $DASDMNT. The parameters input to MNTSYSIN are specific to
RTSM archive operations. This is particularly related to the disk-to-disk archive
feature of Version 4.2.

12.3.6 Job Control Statements

RTSM is invoked through batch by submitting the appropriate job control statements.
As a result, it generates these reports for analysis:

1. Space Monitor Control Report
2. Space Monitor Group Composition Report
3. Space Monitor Activity Log Report
4. Realtime DASD Space Monitor Available Space Snapshot Report
5. Realtime DASD Space Monitor Available Space Summary Report
6. Realtime DASD Space Monitor Available Space Histogram Report

 Sample JCL: 

RTSM execution consists of two steps. Run each step as a separate job. Step 1 submits
JCL for data collection and threshold archiving; Step 2 submits JCL for analysis
reporting.
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Step 1 - Data Collection

The following ASM2SMON procedure is generated during the product installation and
resides in your procedure library.

//ASM2SMON PROC IDX='SYS2.ASM2',

// RIDX='SYS2.ASM2.R42',PRTBLK=266�,

// SMONIN=PARMSMON

//�����������������������������������������������������������

//� �

//� CA-ASM2 VERSION 4.2 �

//� �

//�����������������������������������������������������������

//�����������������������������������������������������������

//� �

//� ASM2SMON - REAL TIME SPACE MONITOR PROGRAM �

//� �

//�����������������������������������������������������������

//ASM2SMON EXEC PGM=ASM2SMON,REGION=4�96K

//SMONFILE DD DISP=SHR,DSN=&IDX..ARCH.SMONFILE

//SMONPRT� DD SYSOUT=(�)

//SYSUDUMP DD SYSOUT=(�)

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

 //�

//� THRESHOLD MANAGER'S DD STATEMENTS

//�

//$RSOUT DD SYSOUT=(�)

//�

//� $DASDMNT ARCHIVE PROGRAM'S DD STATEMENTS

//�

//ARCHVTOC DD DUMMY

//DISK1 DD DUMMY

//ARCHBKLG DD DSN=&ARQUEUE,

// VOL=REF=&IDX..ARCH.$ARQUEUE,

// SPACE=(6144,�312,,CONTIG),

// DCB=(LRECL=1�24,BLKSIZE=6144),

// DISP=(NEW,DELETE,DELETE)

//ARCPARMS DD DSN=&RIDX..PARMLIB(ARCPARMS),

// DISP=SHR

// DD DSN=&RIDX..PARMLIB($DSAMGRA),

// DISP=SHR

//MNTSYSIN DD DSN=&RIDX..PARMLIB(PARMTHRA),

// DISP=SHR

// DD DDNAME=SYSIN

//ARCLOG DD DSN=&IDX..ARCH.ARCLOG,

// DISP=(SHR,KEEP)

//XCPTNLOG DD SYSOUT=(�),

// DCB=(BLKSIZE=133,RECFM=FA)

 //ASMWORK DD UNIT=SYSDA,SPACE=(TRK,(1,1))

//SYSPRINT DD SYSOUT=(�),

// DCB=(BLKSIZE=133,RECFM=FA)

//DSAPRINT DD SYSOUT=(�)

//SYSOUT DD SYSOUT=(�)

//OUTPUTDD DD DCB=(RECFM=FBA,LRECL=121,BLKSIZE=121),

// SPACE=(TRK,(1,1)),UNIT=SYSDA
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//DMEPRINT DD SYSOUT=(�)

//AMSOUT DD UNIT=SYSDA,SPACE=(TRK,(1,1))

//$DSTATUS DD SYSOUT=(�),

// DCB=(RECFM=FB,LRECL=133,BLKSIZE=&PRTBLK)

//ABNLDUMP DD DUMMY

//SNAP DD SYSOUT=(�)

//$INPUT DD UNIT=SYSDA,

// SPACE=(TRK,(1,1)),DCB=(RECFM=F,BLKSIZE=8�)

//REPORT DD SYSOUT=(�)

//�����������������������������������������������������������

//� �

//� REAL TIME SPACE MONITOR CONTROL STATEMENTS ARE �

//� SPECIFIED VIA THE SMONIN DD, AND ARCHIVE CONTROL �

//� PARAMETERS ARE SPECIFIED VIA THE SYSIN DD. �

//� �

//� EXAMPLE: �

//� �

//� //ASM2SMON.SMONIN DD � �

//� MONITOR INTERVAL=1,SAMPLES=1,VOL=(PROD�1,PROD�2), �

//� THRESHOLD=(9�%,85%) �

//� //ASM2SMON.SYSIN DD � �

//� $SIMULATE �

//�����������������������������������������������������������

//SMONIN DD DSN=&RIDX..PARMLIB(&SMONIN),

// DISP=SHR

//�

/�

//

where:

ASM2SMON Is the execute statement for the Realtime Space Monitor program.

JOBLIB Specifies the CA-ASM2 Load Library.

SMONFILE Defines the RTSM data set. This data set must reside on a DASD
volume. This DD statement is required and is included in the
ASM2SMON procedure. The default name of the data set is
asm2indx.ARCH.SMONFILE. If this data set is specified as
DUMMY or DSN=NULLFILE, a DCB parameter must be present
with LRECL= and BLKSIZE= specified.

SMONPRT0 Defines the sequential message data set used for listing the Space
Monitor Control Report. It can be on a system output device, a tape
volume, or a direct-access volume. The data set must be defined with
a fixed or fixed-block record format. This DD statement is required
and is included in the ASM2SMON procedure.

SYSUDUMP Specifies where the dump is output if the program terminates
abnormally.

ISPMLIB Defines the CA-ASM2 Message Library.

$RSOUT Specifies where messages output from M2THRARC as a result of
selecting candidate data sets are routed.

ARCHBKLG Identifies the queue of items created by M2THRARC to be archived
by $DASDMNT to the Disk Storage Area. The provided procedure
ASM2SMON allocates a temporary data set that is formatted by
$FORMAT on the first $DASDMNT execution. A permanently
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allocated data set provided with DISP=OLD can be used to override
the temporary data set. In this case, $FORMAT is not executed.

ARCPARMS An input ddname used to provide the appropriate 80-byte control
records when $DASDMNT is invoked by RTSM. The parameters
submitted in this DD are global controls. The default PARMLIB
member name is ARCPARMS.

MNTSYSIN Provides additional control records to supplement the controls to
$DASDMNT input from the ddname ARCPARMS. The control
parameters input in this ddname are specific to RTSM processing.
The default PARMLIB member name is $THRPASS.

ARCLOG Specifies where $DASDMNT is to write log information as selected
data sets are archived to the Disk Staging Area.

XCPTNLOG Specifies the exception log that $DASDMNT uses when processing
data sets for archive/backup.

ASMWORK Work area for archive/backup validation processing.

SYSPRINT Specifies messages and feedback from $DASDMNT.

DSAPRINT Specifies messages and feedback from the DSA manager.

SYSOUT Specifies the SORT area invoked from $DASDMNT.

OUTPUTDD Output messages from low-level service modules.

DMEPRINT Required for CA-ASM2 program architecture operation.

AMSOUT Work space for $DASDMNT processing.

$DSTATUS Used for output of diagnostic information from $DASDMNT.

SNAP Used for diagnostic snapshot dumps from $DASDMNT.

$INPUT Work space for $UTILITY processing.

REPORT ddname for use by program architecture modules of CA-ASM2.

SMONIN The input file describing the execution characteristics of the Realtime
Space Monitor. The ASM2SMON procedure is set up so that
THRESH=Y or THRESH=N completes a PARMLIB member name.
See PARMLIB members PARMSMON and PARMSMOY.

$OPTIONQ Reflects the member name of the options control module used by
CA-ASM2. In this case, $OPTIONQ is the member name.

Note:  RTSM has $DASDMNT invoke $FORMAT to format a temporary file which
functions as the actual physical queue. Include an ARCHBKLG DD statement
with DISP=OLD if JCL override is desired to queue entries into an existing
data set.

MONITOR Control Statement

For the space monitoring process, the MONITOR control statement specifies options
regarding the number of samples taken and the time interval between samples. The
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single statement can span multiple control records. The continuation of the control
statement is signified by coding a terminating comma in the control record. Only
columns 1-72 are scanned for parameter values.

The THRESHOLD=(high,low) keyword triggers automatic threshold-driven archival. If
it is not specified, RTSM performs only free space reporting for the target groups and
volumes.

By default, RTSM monitors all online DASD devices when you specify the
MONITOR command with the SAMPLE, INTERVAL, and THRESHOLD parameters.
When it is reporting or monitoring all DASD, RTSM gathers statistics on the basis of
esoteric unit groups and SMS storage groups.

An unlimited number of VOL or XVOL keyword values can be specified. STGROUP
and XSTGROUP are mutually exclusive, as are UNIT and XUNIT, and VOL and
XVOL. If a unit name or VOLSER is not associated with a UCB that is both online
and real DASD, RTSM generates an error message.

MONITOR Control Statement Format

 

 ┌ ┐─3�──
��─ ──MONITOR INTERVAL= ──┴ ┴─nnn─ ──,SAMPLES=mmmm ───────────────────�

 ┌ ┐─,─────
�─ ──,STGROUP=( ───

�
┴─group─ ) ──,THRESHOLD=(high,low) ────────────────�

 ┌ ┐─,──── ┌ ┐─,───
�─ ──,UNIT=( ───

�
┴─unit─ ) ──,VOL=( ───

�
┴─vol─ ) ─────────────────────────�

 ┌ ┐─,───── ┌ ┐─,────
�─ ──,XSTGROUP=( ───

�
┴─group─ ) ──,XUNIT=( ───

�
┴─unit─ ) ─────────────────�

 ┌ ┐─,───
�─ ──,XVOL=( ───

�
┴─vol─ ) ─,VALIDATE─────────────────────────────────�


Keyword Description

MONITOR Defines the control statement as a RTSM control
statement, and is required. It must begin in column
one and terminate by at least one space.

INTERVAL= Specifies the time, in minutes, between samples. The
default is 30 minutes.

SAMPLES=mmmm Identifies the number of samples taken. If this
keyword is not specified, RTSM continually collects
samples at specified intervals of time.

STGROUP=(group,group,...) Specifies the SMS storage group(s) to be monitored if
THRESHOLD=() is specified. All volumes in this
storage group or groups are monitored for maximum
utilization. RTSM uses the
ALLOCATION/MIGRATION THRESHOLD HIGH
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and LOW fields in the storage group definition to
monitor storage groups. If the AUTO MIGRATE field
in the storage group definition specifies N, RTSM
issues warning messages when the threshold is
exceeded, but does not invoke threshold archiving.

If SMS group selection is desired and the UNIT or
VOL keyword is coded, the STGROUP keyword must
be specified. When no UNIT or VOL keywords are
coded, all SMS storage groups are selected for
processing.

The CA-ASM2 pattern masking facility allows this
keyword to identify and select groups based on a
group name mask or pattern. For details, see the
CA-RSVP Guide index under "Pattern masking."

THRESHOLD=(high,low) The presence of this keyword activates automatic
threshold-driven archival. It identifies the utilization
values for the specified non-SMS DASD groups and
volumes. If the high threshold value is exceeded,
RTSM initiates disk-to-disk archival until the
utilization level indicated by the low threshold value
is achieved. If this keyword is not specified, RTSM
performs only free space reporting for the specified
groups and volumes. The high and low threshold
values can be:

n% Indicates a percentage.

nK Indicates the number of kilobytes.

nM Indicates the number of megabytes.

$OPT Indicates the $THRESH and/or $DOWNTO
percentages from $OPTIONS are to be used.

For example, if THRESHOLD=(95%,85%) were
specified, automatic disk-to-disk archival would be
triggered when a volume or group of volumes (as
specified by UNIT or VOL) became 95% utilized.
When RTSM invoked the Threshold Archiver
M2THRARC, RTSM would give it DOWNTO(85%)
as the target threshold.

UNIT=(unit,unit,...) Specifies the esoteric unit groups that are to be
candidates for monitoring and threshold processing.
Grouping DASD volumes into esoteric unit groups
may result in volumes being included in more than a
single group. In this situation, RTSM applies the
statistics from those shared volumes to each of the
owning groups for both reporting and threshold
monitoring. The Realtime DASD Space Monitor
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reports indicate the volume is shared among multiple
groups. UNIT and XUNIT are mutually exclusive.

The CA-ASM2 pattern masking facility allows this
keyword to identify and select units based on a unit
name mask or pattern. For details, see the CA-RSVP
Guide index under "Pattern masking."

VOL=(vol,vol,...) Indicates the specified volumes are subject to
monitoring or threshold processing. RTSM processes
individual volumes as if each volume constituted a
group having a single volume. VOL and XVOL are
mutually exclusive.

The CA-ASM2 pattern masking facility allows this
keyword to identify and select volumes based on a
volume name mask or pattern. For details, see the
CA-RSVP Guide index under "Pattern masking."

XSTGROUP=(group,group,...)
Specifies the SMS storage group(s) that are to be
excluded from being monitored. All other SMS
storage groups not specifically listed are monitored.

The CA-ASM2 pattern masking facility allows this
keyword to identify and select groups based on a
group name mask or pattern. For details, see the
CA-RSVP Guide index under "Pattern masking."

XUNIT=(unit,unit,...) Excludes the specified esoteric unit group(s) from
monitoring or threshold processing. UNIT and XUNIT
are mutually exclusive.

The CA-ASM2 pattern masking facility allows this
keyword to identify and select units based on a unit
name mask or pattern. For details, see the CA-RSVP
Guide index under "Pattern masking."

XVOL=(vol,vol,...) Excludes the specified volumes from monitoring or
threshold processing. The specified volumes are
excluded from free space calculation for the groups to
which they belong.

The CA-ASM2 pattern masking facility allows this
keyword to identify and select volumes based on a
volume name mask or pattern. For details, see the
CA-RSVP Guide index under "Pattern masking."

VALIDATE Provides a checkout execution of the RTSM. When
this keyword is specified, RTSM executes as follows:

1. Validates format and contents of all other
MONITOR statement parameters.
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2. Invokes the initialization call to $DASDMNT to
validate the parameters passed by the
ARCPARMS and MNTSYSIN DDs.

3. Produces the Group Composition Report based
upon volume and group keywords specified.

4. Terminates RTSM with RC=0.

MONITOR Control Statement Examples

In this example, RTSM collects DASD utilization information every 20 minutes for
one day (1440 minutes). It triggers automatic disk-to-disk archival when any of the
esoteric unit groups or SMS storage groups defined to the system becomes 91%
utilized. RTSM archives selected data sets until the DOWNTO(75%) target threshold
is reached for each group defined to the system.

 MONITOR INTERVAL=2�,SAMPLES=72,THRESHOLD=(91%,75%)

In this example, monitoring would continue until the console command to stop
execution is executed. The console command is P ASM2SMON.

 MONITOR THRESHOLD=($OPT)
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Step 2 - Analysis Reporting

The ASM2SREP procedure is generated during CA-ASM2 installation and resides in
your procedure library.

//ASM2SREP EXEC PGM=ASM2SREP

//SMONFILE DD DISP=SHR,DSN=space.monitor.dataset

//SMONPRT� DD SYSOUT=(�)

//SMONPRT1 DD SYSOUT=(�)

//SMONPRT2 DD SYSOUT=(�)

//SMONPRT3 DD SYSOUT=(�)

//SYSOUT DD SYSOUT=(�)

//SYSUDUMP DD SYSOUT=(�)

 //ISPMLIB DD DISP=SHR,DSN=asm2.product.message.library

//SMONIN DD �

 (Report selection control statements)

/�

where:

ASM2SREP Is the execute statement for the Realtime Space Monitor Report
program.

SMONFILE Defines the free space records RTSM data set. It must reside on a
DASD device. This DD statement is required and is included in
the ASM2SREP procedure. The default name of the data set is
asm2indx.ARCH.SMONFILE.

SMONPRT0 Defines where the Space Monitor Control report is to be output.
This information reflects the selections the user has made for
report creation.

SMONPRT1 Defines where the Detail Element report is to be output.

SMONPRT2 Defines where the Summary Element report is to be output.

SMONPRT3 Defines where the Graphic Detail and Summary reports are to be
output.

SYSOUT Required by SORT for processing messages and abends.

SYSUDUMP Defines the output for a dump if RTSM abnormally terminates.

ISPMLIB Defines the CA-ASM2 Message Library.

SMONIN Defines the control statement data set. The data set normally
resides in the input stream. However, it can reside on a system
input device, a tape volume, or a direct-access volume. The data
set must be defined with a fixed or fixed-block record format.
This DD statement is required.
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SELECT Control Statement

The SELECT control statement requests specific reports and specifies the report
format. Options or defaults determine the start and end date for sampling.

SELECT Control Statement Format

SELECT Control Statement Format 

 ┌ ┐─�1�1�1─ ┌ ┐─123199─
��──SELECT STRTDATE=─ ──┴ ┴─mmddyy─ ──,ENDDATE= ──┴ ┴─mmddyy─ ─────────�

 ┌ ┐─������─ ┌ ┐─24����─
�─ ──,STRTIME= ──┴ ┴─hhmmss─ ──,ENDTIME= ──┴ ┴─hhmmss─ ─────────────────�

 ┌ ┐─DETAIL── ┌ ┐─ELEMENT───
�─ ──,OPT= ──┴ ┴─SUMMARY─ ──,FORMAT= ──┴ ┴─HISTOGRAM─ ──────────────────�

 ┌ ┐─38��─ ┌ ┐─YES─
�─ ──,CHARSET= ──┴ ┴─14�3─ ──,RESET= ──┴ ┴─NO── ───────────────────────�


Keyword Description

SELECT Defines the statement as Realtime DASD Space Monitor Report
control statement, and is required. It must begin in column one and
terminate by at least one space. Multiple select statements can be
coded to continue supplying parameters on multiple input records.

STRTDATE= Identifies the date (mmddyy - where mm corresponds to month, dd
to day, and yy to year) of the first sample included on the Realtime
DASD Space Monitor Report. The default is 010101. (The date
RTSM was initialized.)

ENDDATE= Identifies the date (mmddyy - where mm corresponds to month, dd
to day, and yy to year) of the last sample included on the Realtime
DASD Space Monitor Report. The default is 123199. (The date that
the report is generated.)

STRTTIME= Defines the time (hhmmss - where hh corresponds to hour, mm to
minute, and ss to second) of the first sample included on the
Realtime DASD Space Monitor Report. The default is 000000
(12:00 AM) on the STRTDATE specified.

ENDTIME= Defines the time (hhmmss - where hh corresponds to hour, mm to
minute, and ss to second) of the last sample included on the
Realtime DASD Space Monitor Report. The default is 240000
(midnight) on the ENDDATE specified.

OPT= Specifies which Realtime DASD Space Monitor Report(s) is
generated. The value can be:

DETAIL Generates the Realtime DASD Space Monitor
Available Space Snapshot Report in addition to the
summary report. DETAIL is the default.
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SUMMARY Generates the Realtime DASD Space Monitor
Available Space Summary Report only. The
summary report is always generated.

FORMAT= Specifies the report format. Specifying ELEMENT produces the
summary report and also produces the detail report if selected with
the OPT= keyword.

Specifying HISTOGRAM produces the DASD Utilization Histogram
report instead of the detail reports. The summary report is still
printed. Examples of all reports are shown on the following pages.

CHARSET= The Histogram can be displayed using one of two character sets
available on standard printers. Specifying 1403 results in a histogram
being printed that looks like the one shown on 12-29. The default,
3800, results in a histogram being printed like the one shown on
12-29.

RESET= Specifies whether the RTSM data set is reset upon generation of the
requested report. The value can be:

YES Indicates the RTSM data set is reset. YES is the default.

NO Indicates the RTSM data set is not reset.

SELECT Control Statement Example

In this example, RTSM generates a summary report (Realtime DASD Space Monitor
Available Space Summary Report) for the work week of MM/DD/YYYY.

 SELECT STRTDATE=MMDDYYYY,ENDDATE=MMDDYYYY

 SELECT OPT=SUMMARY
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12.3.7 Realtime Space Monitor Reports

Submitting the Step 1 JCL produces the following three reports:

■ Space Monitor Control Report For Data Collection

■ Space Monitor Group Composition Report

■ Space Monitor Activity Log

Submitting the Step 2 JCL with ELEMENT specified by the FORMAT keyword
produces the following three reports:

■ Space Monitor Control Report For Data Analysis

■ Avaliable Space Snapshot (if DETAIL specified)

■ Available Space Summary

Submitting the Step 2 JCL with HISTOGRAM specified by the FORMAT keyword
produces the following two reports:

■ Space Monitor Control Report For Data Analysis

■ DASD Utilization Histogram

Samples of these reports are shown on the following pages in the order listed above.

12.3.7.1 Space Monitor Control Report for Data Collection

RTSM generates this report when you submit the Step 1 JCL. It gives information
about the status of the MONITOR control parameters submitted, including an echo of
the record images of the MONITOR control records and error messages associated
with parameter evaluation. If THRESHOLD= is coded, a message indicating the status
of the $DASDMNT initialization call is included.

Computer Associates SPACE MONITOR CONTROL REPORT FOR DATA COLLECTION PAGE 1

CA-ASM2 VERSION 4.2 21.58.33 ON MM/DD/YY

 MONITOR SAMPLES=4�,INTERVAL=3,

 UNIT=(TSOSYS),

 THRESHOLD=(9�%,7�%)

ASMRT�14 - $DASDMNT COMPLETED RC=��4� AT 21.58.38 ON MM/DD/YY
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12.3.7.2 Space Monitor Group Composition Report

RTSM generates this report when you submit the Step 1 JCL. It lists each group
selected for monitoring and is identified by name with the number of volumes within
the group. Following the report line identifying the group is the list of constituent
volumes in sorted order. Also listed are the volumes explicitly selected by the VOL=
parameter. The total unique volumes from all groups selected for monitoring is
provided at the end.

Computer Associates SPACE MONITOR GROUP COMPOSITION REPORT PAGE 1

CA-ASM2 VERSION 4.2 21.58.38 ON MM/DD/YY

UNIT=TSOSYS CONTAINS 5 VOLUMES

GPD��1 GPD��2 GPD��3 GPD��4 GPD��5

EXPLICITLY SELECTED VOLUME COUNT = �

TOTAL MONITORED VOLUMES THIS RUN = 5
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12.3.7.3 Space Monitor Activity Log

This is the third and final report you receive when you submit the Step 1 JCL. It
provides a log of the status and time of completion for various events. Events include
when a snapshot interval has elapsed, the status and timestamp when the M2THRARC
or $DASDMNT subtask has completed, and any error condition during snapshot
processing or error causing the RealTime Space Monitor to terminate.

Computer Associates SPACE MONITOR ACTIVITY LOG PAGE 1

CA-ASM2 VERSION 4.2 21.58.39 ON MM/DD/YY

FIRST SNAPSHOT TAKEN AT 21.58.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.�1.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.�4.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.�7.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.1�.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.13.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.16.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.19.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.22.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.25.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.28.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.31.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.34.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.37.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.4�.39 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.44.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.47.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.5�.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.53.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.56.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 22.59.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.�2.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.�5.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.�8.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.11.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.14.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.17.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.2�.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.23.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.26.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.29.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.32.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.35.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.38.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.41.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.44.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.47.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.5�.47 ON MM/DD/YY

SNAPSHOT TAKEN AT 23.53.47 ON MM/DD/YY

 LAST SNAPSHOT TAKEN AT 23.56.47 ON MM/DD/YY
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12.3.7.4 Space Monitor Control Report for Data Analysis

RTSM generates this report when you submit the Step 2 JCL. It lists all control
statements entered to the system in the order submitted. Any error is indicated by a
system control message immediately following the applicable control statement.

Computer Associates SPACE MONITOR CONTROL REPORT FOR DATA ANALYSIS PAGE 1

CA-ASM2 VERSION 4.2 11.�1.45 ON MM/DD/YY

SELECT STRTDATE=MMDD9YYENDDATE=MMDD9YY

SELECT RESET=NO,FORMAT=ELEMENT

12.3.7.5 Realtime DASD Space Monitor Available Space Snapshot Report

RTSM generates this report when you submit Step 2 - Analysis Reporting JCL when
you specify DETAIL with the the OPT= keyword. This report provides details of
DASD space usage as collected by RTSM. It presents a snapshot image of space
allocation at periodic time intervals and represents a detailed analysis of space usage at
that moment. The report sequence is time intervals of snapshot and unit address.

Computer Associates REAL TIME DASD SPACE MONITOR PAGE 1

CA-ASM2 VERSION 4.2 AVAILABLE SPACE SNAPSHOT AT 19.11.46 ON MM/DD/YY 11.�1.45 ON MM/DD/YY

VOLUME CYL TRK EXT MAX MAX STATUS # DCB'S RESERVES USERS UNIT MULTI

 CYL TRK OPEN ISSUED ADDR GROUP

GPD��1 646 125 23 4�4 14 PRIVATE � � � C3�

GPD��2 551 44 5 464 14 PRIVATE � � � C31

GPD��3 713 166 27 48� 1� PRIVATE � � � C32

GPD��4 643 54 13 629 13 PRIVATE � � � C33

GPD��5 582 26 2 582 13 PRIVATE � � � C34

OSI��1 44 129 37 9 24 STORAGE 6 � � D��

OSI��2 62 218 43 18 5 STORAGE 14 � � D4�

OSI��3 24 131 3� 17 � STORAGE 5 � � D41

OSI��4 145 211 49 62 � STORAGE 3� � � D42

OSI��5 129 294 59 5� � STORAGE 18 � � D43

OSI��6 43 243 49 1� � STORAGE 1� � � D44

OSI��7 129 114 35 6� � STORAGE 24 � � D45

OSI��8 35 156 27 15 � STORAGE 4 � � D46

OSI��9 67 351 5� 18 11 STORAGE 7 � � D47

OSI�1� 74 289 57 8 � STORAGE 62 � � D48

OSI�11 43 228 48 7 � STORAGE 14 � � D55

OSI�12 32 145 45 1� � STORAGE 17 � � D56

OSI�13 93 356 89 16 1� STORAGE 42 � � D57

OSI�14 79 293 6� 8 5 STORAGE 18 � � D58

OSI�15 7 132 26 1 25 STORAGE 12 � � D59

OSI�16 159 146 24 129 1 STORAGE 1� � � D5A

OSI�17 57 774 121 1� � STORAGE 16 � � D5B
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12.3 Realtime Space Monitor

12.3.7.6 Available Space Summary Report

This report is generated when you submit Step 2 - Analysis Reporting JCL. It
produces a summary of DASD space usage as collected by the Realtime Space
Monitor. It presents a snapshot image of space allocation at periodic time intervals.
Report sequence is time of snapshot, volume use status, and device type.

Computer Associates REAL TIME DASD SPACE MONITOR PAGE 1

CA-ASM2 VERSION 4.2 AVAILABLE SPACE SUMMARY 11.�1.45 ON MM/DD/YY

TYPE DEVICE # VOLUMES # USERS FREE CYLS FREE TRKS FREE EXTS

SNAPSHOT AT: 19.11.46 ON MM/DD/YY

STORAGE 339� 17 � 1,222 4,21� 849

PUBLIC � � � � �

PRIVATE 339� 5 � 3,135 415 7�

UNKNOWN � � � � �

�TOTAL� 339� 22 � 4,357 4,625 919

SNAPSHOT AT: 19.31.46 ON MM/DD/YY

STORAGE 339� 17 � 1,223 4,256 854

PUBLIC � � � � �

PRIVATE 339� 5 � 3,13� 429 7�

UNKNOWN � � � � �

�TOTAL� 339� 22 � 4,353 4,685 924

SNAPSHOT AT: 19.51.46 ON MM/DD/YY

STORAGE 339� 17 � 1,217 4,246 854

PUBLIC � � � � �

PRIVATE 339� 5 � 3,121 424 69

UNKNOWN � � � � �

�TOTAL� 339� 22 � 4,338 4,67� 923

SNAPSHOT AT: 21.�6.52 ON MM/DD/YY

STORAGE 339� 17 � 1,217 4,246 854

PUBLIC � � � � �

PRIVATE 339� 5 � 3,121 415 68

UNKNOWN � � � � �

�TOTAL� 339� 22 � 4,338 4,661 922

12.3.7.7 Realtime DASD Space Monitor Histogram Report

This report is generated when you submit the Step 2 - Analysis Reporting JCL with
HISTOGRAM specified for the FORMAT keyword. Each page of this report
represents the percent of volume or group that is allocated at a specific snapshot time.
The start/end time and date of the range of snapshots to be displayed is given with an
indication if a volume, esoteric unit group or an SMS group is being represented. It
also gives the name of the entity for which the graph is being displayed.

The histogram can be printed using one of two standard print fonts. The default is the
3800 print font and is printed if the CHARSET is not supplied or if it is supplied with
3800 specified. An example of this type printout is shown on the following page. It
is comprised of squares indicating each percent of utilization, the letter L marking the
low threshold percent used during the time interval and the letter H marking the high
threshold.

If the 1403 print font is specified with the CHARSET keyword, a printout like the
second sample shown is printed. Only the character set comprising the report is
different.
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Computer Associates REAL TIME DASD SPACE MONITOR PAGE 3

CA-ASM2 VERSION 4.2 DASD UTILIZATION HISTOGRAM 1�.23.12 ON MM/DD/YY

START: MM/DD/YY AT ��.��.�� END: MM/DD/YY AT 24.��.�� UNIT GROUP=TSOSYS

� + 1 + 2 + 3 + 4 + 5 + 6 + 7 + 8 + 9 + �

==DATE== ==TIME== œ†††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††’

MM/DD/YY 19.11.46 |����������������������������������������������������������������� L H ⅞

 19.31.46 ⅞����������������������������������������������������������������� L H ⅞

 19.51.46 ⅞����������������������������������������������������������������� L H ⅞

 21.�6.52 ⅞����������������������������������������������������������������� L H ⅞

 21.26.52 ⅞����������������������������������������������������������������� L H ⅞

 21.46.52 ⅞������������������������������������������������������������������ L H ⅞

MM/DD/YY 18.�8.38 |�������������������������������������������������������������������� ⅞

 18.1�.38 ⅞�������������������������������������������������������������������� ⅞

 18.13.22 ⅞�������������������������������������������������������������������� ⅞

 18.15.22 ⅞�������������������������������������������������������������������� ⅞

 18.17.22 ⅞�������������������������������������������������������������������� ⅞

 18.19.22 ⅞�������������������������������������������������������������������� ⅞

 18.21.22 ⅞�������������������������������������������������������������������� ⅞

 18.23.22 ⅞�������������������������������������������������������������������� ⅞

 18.25.22 ⅞�������������������������������������������������������������������� ⅞

 18.27.22 ⅞�������������������������������������������������������������������� ⅞

 18.29.22 ⅞�������������������������������������������������������������������� ⅞

 18.31.22 ⅞�������������������������������������������������������������������� ⅞

 18.33.22 ⅞�������������������������������������������������������������������� ⅞

 18.35.22 ⅞�������������������������������������������������������������������� ⅞

 18.37.22 ⅞�������������������������������������������������������������������� ⅞

 18.39.22 ⅞�������������������������������������������������������������������� ⅞

 18.41.22 ⅞�������������������������������������������������������������������� ⅞

 18.43.22 ⅞�������������������������������������������������������������������� ⅞

 18.45.22 ⅞�������������������������������������������������������������������� ⅞

 18.47.22 ⅞�������������������������������������������������������������������� ⅞

 18.49.22 ⅞�������������������������������������������������������������������� ⅞

 18.51.22 ⅞�������������������������������������������������������������������� ⅞

 18.53.22 ⅞�������������������������������������������������������������������� ⅞

 18.55.22 ⅞�������������������������������������������������������������������� ⅞

 18.57.22 ⅞�������������������������������������������������������������������� ⅞

 18.59.22 ⅞��������������������������������������������������������������������� ⅞

 19.�1.22 ⅞��������������������������������������������������������������������� ⅞

 19.�3.22 ⅞��������������������������������������������������������������������� ⅞

 19.�5.22 ⅞��������������������������������������������������������������������� ⅞

 19.�7.22 ⅞��������������������������������������������������������������������� ⅞

 19.�9.22 ⅞��������������������������������������������������������������������� ⅞

 19.11.22 ⅞��������������������������������������������������������������������� ⅞

 19.13.22 ⅞��������������������������������������������������������������������� ⅞

 19.15.22 ⅞��������������������������������������������������������������������� ⅞

 19.17.22 ⅞��������������������������������������������������������������������� ⅞

 19.19.22 ⅞��������������������������������������������������������������������� ⅞

 19.21.22 ⅞��������������������������������������������������������������������� ⅞

 19.23.22 ⅞��������������������������������������������������������������������� ⅞

 19.25.22 ⅞��������������������������������������������������������������������� ⅞

 19.27.22 ⅞����������������������������������������������������������������������� ⅞

MM/DD/YY 14.45.3� |������������������������������������������������������������������������ L H ⅞

 15.�7.29 ⅞������������������������������������������������������������������������ L H ⅞

 ¿†††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††††‘

� + 1 + 2 + 3 + 4 + 5 + 6 + 7 + 8 + 9 + �
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12.3 Realtime Space Monitor

Computer Associates REAL TIME DASD SPACE MONITOR PAGE 3

CA-ASM2 VERSION 4.2 DASD UTILIZATION HISTOGRAM 1�.18.4� ON MM/DD/YY

START: MM/DD/YY AT ��.��.�� END: MM/DD/YY AT 24.��.�� UNIT GROUP=TSOSYS

� + 1 + 2 + 3 + 4 + 5 + 6 + 7 + 8 + 9 + �

==DATE== ==TIME== .......................................................................................................

MM/DD/YY 19.11.46 .================================================================= L H .

 19.31.46 .================================================================= L H .

 19.51.46 .================================================================= L H .

 21.�6.52 .================================================================= L H .

 21.26.52 .================================================================= L H .

 21.46.52 .================================================================== L H .

MM/DD/YY 18.�8.38 .==================================================================== .

 18.1�.38 .==================================================================== .

 18.13.22 .==================================================================== .

 18.15.22 .==================================================================== .

 18.17.22 .==================================================================== .

 18.19.22 .==================================================================== .

 18.21.22 .==================================================================== .

 18.23.22 .==================================================================== .

 18.25.22 .==================================================================== .

 18.27.22 .==================================================================== .

 18.29.22 .==================================================================== .

 18.31.22 .==================================================================== .

 18.33.22 .==================================================================== .

 18.35.22 .==================================================================== .

 18.37.22 .==================================================================== .

 18.39.22 .==================================================================== .

 18.41.22 .==================================================================== .

 18.43.22 .==================================================================== .

 18.45.22 .==================================================================== .

 18.47.22 .==================================================================== .

 18.49.22 .==================================================================== .

 18.51.22 .==================================================================== .

 18.53.22 .==================================================================== .

 18.55.22 .==================================================================== .

 18.57.22 .==================================================================== .

 18.59.22 .===================================================================== .

 19.�1.22 .===================================================================== .

 19.�3.22 .===================================================================== .

 19.�5.22 .===================================================================== .

 19.�7.22 .===================================================================== .

 19.�9.22 .===================================================================== .

 19.11.22 .===================================================================== .

 19.13.22 .===================================================================== .

 19.15.22 .===================================================================== .

 19.17.22 .===================================================================== .

 19.19.22 .===================================================================== .

 19.21.22 .===================================================================== .

 19.23.22 .===================================================================== .

 19.25.22 .===================================================================== .

 19.27.22 .======================================================================= .

MM/DD/YY 14.45.3� .======================================================================== L H .

 15.�7.29 .======================================================================== L H .

 .......................................................................................................

� + 1 + 2 + 3 + 4 + 5 + 6 + 7 + 8 + 9 + �
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12.4 Freeing Space

 12.4 Freeing Space

CA-ASM2 provides five methods for freeing space:

 1. Control Statements
 2. An Exit
 3. CA-RSVP
4. User Commands ($SM)

 5. Controlled Scratch

12.4.1 Freeing Space Using Control Statements

A good time to perform storage maintenance such as scratching data sets or releasing
overallocated space is when CA-ASM2 is already scanning VTOCs during archive or
backup runs. Through simple control statements, you can instruct CA-ASM2 to look
for certain conditions that violate critical storage management standards, and perform a
specified action if it detects such a condition.

Conditions that CA-ASM2 might look for include:

■ Empty data sets
■ Inactive data sets
■ Miscataloged data sets

Action codes you might specify include:

■ Action code = 5 to release overallocated space in a data set.

■ Action code = 3 or 4 to scratch a data set without bothering to copy it first (action
code=4 also uncatalogs the data set).

Entering the $NOTCTLD,X SYSIN parameter in the UNLOAD30 step of an archival
or backup run causes CA-ASM2 to scratch data sets associated with each of the above
conditions.

CA-ASM2 can release unused space from data sets that meet certain criteria. For
example:

■ Empty data sets
■ Inactive data sets
■ Uncataloged data sets
■ Data set names or those with a specific high-level index

Entering SYSIN parameters, $NOTCTLD,5 and $QUALIFY,5 in the UNLOAD30 step
of an archival or backup run causes space release of data sets associated with each of
the conditions listed above.
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12.4.2 Freeing Space Using an Exit

You can use an exit to release space or scratch a data set. In Exit Mode, your
information center's exit in an archive or backup run can return an action code of 5 to
cause space release in a data set. This is less harsh than scratching or archiving a
user's data set, yet it does reclaim disk space. Returning an action code of 3 or 4
results in CA-ASM2 scratching the data set (3) or scratching and uncataloging the data
set (4).

12.4.3 Freeing Space Using CA-RSVP

With the $RSVP command, you can generate the appropriate commands automatically
based on whatever criteria you deem appropriate. The CA-RSVP User Guide contains
many examples using CA-RSVP for this purpose.

Though CA-RSVP does not actually scratch data sets, you can use it to scan volumes
and generate DELETE (or IEHPROGM SCRATCH and/or UNCATLG) statements for
cleaning up volumes. The advantage of this approach is twofold:

1. The criteria for scratching data sets may be as complex or simple as you require.
The CA-RSVP selection capabilities are nearly unlimited in their ability to meet
the criteria you desire.

2. You may proof the data sets to be scratched before the actual scratch occurs. If
your criteria are faulty, you may correct them and regenerate the commands, or
edit the commands, modifying them as appropriate.

12.4.4 Freeing Space by User Commands

You can use $SM, the Space Manager command, to release unused space from
overallocated data sets. Obsolete or infrequently used data sets can be deleted or
archived to tape. $SM functions for both high-level indexes and individual data sets.
See Space Manager Command on page 12-5 for detailed information on $SM.

12.4.5 Freeing Space Using Controlled Scratch

The Controlled Scratch facility can automatically remove unnecessary data sets based
on user-defined selection criteria. See Chapter 3, “Controlled Scratch” for more
information.
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 Chapter 13. IPC Maintenance

The CA-ASM2 Integrated Product Catalog (IPC) contains information previously
maintained in the archive, backup, and IXR catalogs. It also contains information about
$DEFRAG full-volume backups which are used by the incremental recovery process.

The IPC is a VSAM key-sequenced data set containing variable-length records
utilizing a cellular structure. An IPC cell is merely a collection of related data items.
Separate cells have been defined for separate CA-ASM2 processes. The number and
sequence of cells within an IPC record varies depending on the entity being tracked
and its activity. The cellular structure employed in the IPC records allows CA-ASM2
to build records that contain only as much information as is needed.

The IPC integrity scheme is based on saving copies of the IPC at various points in
time and on recording update activity in a separate journal data set. When CA-ASM2
has successfully backed up the IPC, it clears the journal data set and writes a special
record into the journal which holds the data set name and volume information of the
backup tape(s) just created. The journal is then available to record new activity until
the next IPC backup cycle.

If the IPC is destroyed, the journal contains all the information needed to complete the
recovery. CA-ASM2 retrieves the backup data set name and volume information from
the journal. It then allocates the backup data set and copies its contents into the newly
allocated IPC. Once the copy has completed, CA-ASM2 applies the update activity
recorded in the journal to the IPC to bring it up to date.

Both the IPC and its journal can be shared in update mode across multiple systems.
The first record on each data set contains structural information used to control the
sharing of both the IPC and the journal.
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13.1 IPC and Journal Creation

The IPC and the journal must both be present to access the data contained in the IPC.
The names of these data sets and the ddnames by which they are known to CA-ASM2
are controlled by two $OPTIONS fields: $CATID and $VPREFIX. The ddnames are
constructed by prefixing IPC and JNL with the four character CATID. For example, if
$CATID contains ASM2, the ddname for the IPC is ASM2IPC and the ddname for the
journal is ASM2JNL. If you specify these ddnames in your JCL, CA-ASM2 attempts
to use the data sets they define as the IPC and journal. If you omit them from your
JCL, CA-ASM2 dynamically allocates them. The fully qualified data set name is
constructed by concatenating the value contained in $VPREFIX and the related
ddname. For example, if $VPREFIX contains SYS2.PROD, the data set names for the
ddnames mentioned above would be SYS2.PROD.ASM2IPC and
SYS2.PROD.ASM2JNL, respectively.

Both of these data sets can be shared using VSAM SHAREOPTIONS(3 3) because
CA-ASM2 controls the sharing of these data sets and assures the integrity of these data
sets. The sharing technique uses RESERVE/RELEASE for protection. The
$SOFTWAR flags in $OPTIONS can be used to change the RESERVE to an ENQ,
but this is recommended only for testing purposes. The sharing technique also uses
the first physical record of each of these data sets as a control record to keep track of
the internal structure of the data set. The integrity of the IPC and journal can only be
assured when CA-ASM2 components access the IPC. Other programs should not
update the IPC or journal outside of CA-ASM2's control, except where noted.
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13.1.1 Defining the IPC

Use IDCAMS to define the IPC using the following example as a model. This
example assumes that the $OPTIONS fields $VPREFIX and $CATID contain
SYS2.PROD and ASM2, respectively.

 DEFINE CLUSTER ( -

 NAME('SYS2.PROD.ASM2IPC') -

 KEYS(8� 8) -

 RECSZ(512 4�89) -

 CYL(2� 2�)

 SHR(3 3) -

 FSPC(1�,1�) -

 CISZ(4�96) -

 ) -

 DATA ( -

 NAME('SYS2.PROD.ASM2IPC.DATA') -

 VOL(PROD�1) -

 ) -

 INDEX ( -

 NAME('SYS2.PROD.ASM2IPC.INDEX') -

 VOL(PROD�1) -

 CISZ(4�96) -

 )

The following conditions must be true or the CA-ASM2 IPC access routines do not
allow the IPC to be used:

■ The IPC must be a VSAM key-sequenced data set.

■ The maximum RECORDSIZE (RECSZ) must be 4091 and the
CONTROLINTERVALSIZE (CISZ) must be 4096.
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13.1 IPC and Journal Creation

13.1.1.1 Defining the Journal

Use IDCAMS to define the journal using the following example as a model. This
example assumes that the $OPTIONS fields $VPREFIX and $CATID contain
SYS2.PROD and ASM2, respectively.

 DEFINE CLUSTER ( -

 NAME('SYS2.PROD.ASM2JNL') -

 CISZ(4�96) -

 RECORDSIZE(512 4�89) -

 REUSE -

 SHAREOPTIONS(3) -

 NONINDEXED -

 ) -

 DATA ( -

 NAME('SYS2.PROD.ASM2JNL.DATA') -

 CYLINDERS(2� 2�) -

 VOLUME(JNLVOL) -

 )

The following conditions must be true or the CA-ASM2 IPC access routines do not
allow the journal to be used:

■ The journal must be a VSAM entry-sequenced data set.

■ The maximum RECORDSIZE (RECSZ) must be 4091 and the
CONTROLINTERVALSIZE (CISZ) must be 4096.

■ REUSE (RUS) must be specified.

Although the IPC access routines do not require the journal and the IPC to be on
different volumes, it would be wise to do so. The purpose of the journal is to provide
recoverability. If the IPC volume is destroyed, the IPC can be re-created. If the journal
volume is destroyed, running an immediate backup synchronizes a new journal with an
existing IPC.
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13.2 IPC Update Commands

Catalog update commands, $DA, $DB, $UA, $UB, and $CU update fields in the IPC,
delete IPC entries, or restore previously deleted entries. $CU combines the functions
of $DA, $DB, $UA, and $UB.

13.2.1 Delete from Archives/Backup - $DA/$DB

The $DA (Delete from Archives) and $DB (Delete from Backup) commands delete
entries in the IPC, or keep a specific version of a data set entry, while deleting all
other versions. For VSAM base clusters, the associated path and AIX records are also
deleted. The issuer must specify the names of the data sets to be deleted. The specified
data sets no longer appear in listings of the catalog or be displayed by the $AI/$BI
command. Subsequent reload attempts result in a data set not found condition.

Note:  $OPTIONS parameter $RETDAYS specifies the number of days that a data set
marked as deleted is to be retained in the IPC in deleted status before it is
purged. See the CA-ASM2 Planning Guide for more information.

 Syntax

Delete from Archives/Backup - $DA/$DB 

 ┌ ┐─,──────────────────
│ │┌ ┐──(-o)

��─ ──┬ ┬─$DA─ ──DSNAME ( ───
�

┴─'dsname'─ ──┼ ┼────── ) ───────────────────�
└ ┘─$DB─ └ ┘──(-n)

�─ ──┬ ┬─────────────── ───────────────────────────────────────────�

│ │┌ ┐──(1)

  └ ┘──KEEP ──┼ ┼─────
└ ┘──(m)

Required - DSNAME(dsname)

Defaults - In the absence of (-n), $DA/$DB deletes from archive/backup the most
recently archived/backed up version of a data set. The default value for m of the
KEEP operand is one.
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 Operands

DSNAME Specifies the names of data sets to be deleted. Specify the
version number (-n) in parentheses, otherwise CA-ASM2 deletes
the most current version (Version 0). The n is a 1- or 2-digit
integer and must be preceded by a minus sign. Example:
'user5.x.asm'(-2) refers to a version of 'user5.x.asm' two versions
older than the most recently archived/backed up version of the
data set.

Note:  When entering (-n) with a fully qualified data set name,
place the (-n) outside the final quote. Example:
dsn('user.test.data'(-2))

KEEP(m) Deletes all entries for a given data set from the IPC except the
(m) most current versions. If KEEP is specified without (m), the
default is the most current version (m=1). If KEEP is omitted,
CA-ASM2 deletes the version identified by DSNAME.

 Examples: 

Example 1

In this example, the version of USER1.FILE2 being deleted is two versions older than
the most recently archived version (Version 0). CA-ASM2 records the jobname or
userid executing a $DA command in the catalog entry for the associated data set.

$da dsname (file1 file2(-2))

LIST OF CATALOG UPDATES WHICH MEET FOLLOWING CRITERIA:

TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATASET NAME/LEVEL�

3 5/22/97 8/17/98 15:53 INACTV ���� USER1.FILE1

1 6/13/97 8/17/98 15:53 INACTV ���� USER1.FILE2(-2)

4 TRACKS CONTAINED IN ASM2

END OF '$DA' COMMAND

Example 2

 $db dsname(mkupdt.data)

LIST OF CATALOG UPDATES WHICH MEET FOLLOWING CRITERIA:

TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATASET NAME/LEVEL�

1 5/3�/98 8/17/98 15:45 USER ���� USER1.MKUPDT.DATA
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Example 3

 $db dsname('tcam4b.loadlib'(-1))

TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATASET NAME/LEVEL�

2 4/25/98 8/17/98 15:45 USER ���� TCAM4B.LOADLIB(-1)

13.2.2 Update IPC for Archive/Backup - $UA/$UB

The $UA (Update Archive) and $UB (Update Backup) commands let the issuer change
the retention period or comment associated with an archived or backed up data set.
The issuer may invoke this command at any time during the retention period of an
archived or backed up data set.

 Syntax

Update IPC for Archive/Backup - $UA/$UB 

 ┌ ┐─,──────────────────
│ │┌ ┐──(-o)

��─ ──┬ ┬─$UA─ ──DSNAME ( ───
�

┴─'dsname'─ ──┼ ┼────── ) ───────────────────�
└ ┘─$UB─ └ ┘──(-n)

�─ ──┬ ┬──────────────────── ──┬ ┬──────────────────────── ──────────�

└ ┘──EXPDT ──┬ ┬───────── └ ┘── ─── ───COMMENT(comment)

└ ┘──(yyddd)

Required - DSNAME(dsname)

Defaults - In the absence of (-n), $UA/$UB updates the IPC entry for the most
recently archived/backed up version of a data set.

 Operands

DSNAME Specifies the names of the data sets to be updated. Specify
the version number (-n) in parentheses, otherwise,
CA-ASM2 updates the IPC for the most recently
archived/backed up data set (Version 0). The n is a 1 or 2
digit integer and must be preceded by a minus sign.
Example: xyz.data(-3) refers to a version of xyz.data three
versions older than the most recently archived/backed up
version of the data set. If dsname is not enclosed in single
quotes, the userid under TSO, or the JOBNAME minus 1
character for batch jobs, is prefixed.

Note:  When entering (-n) with a fully qualified dsname,
place the (-n) outside the final quote. Example:
dsn('user.test.data'(-2))

EXPDT Specifies a revised retention date. This is a Julian date
(YYDDD) representing the date on which an
archived/backed up data set expires.
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COMMENT(comment) Revised user comment replacing the existing comment. The
maximum length is 30 characters.

 Examples: 

Example 1

$ua dsname(ffff.cntl) expdt(84365)

LIST OF CATALOG UPDATES WHICH MEET FOLLOWING CRITERIA&COLON.

TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATA SET NAME/LEVEL�

2 11/�8/97 1/�3/98 16:35 USER �354 SAM1.FFFF.CNTL

Example 2

$ub dsname(errprint.t31.data) expdt(8818�)

LIST OF CATALOG UPDATES WHICH MEET FOLLOWING CRITERIA&COLON.

TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATA SET NAME/LEVEL�

5 1/�8/97 2/12/98 14:25 INACTV 123 SAM1.ERRPRINT.T31.DATA

13.2.3 IPC Update - $CU

The $CU command lets the issuer update predefined fields in the IPC, and delete
catalog entries or restore previously deleted entries. This command combines the
functions of $DA, $DB, $UA, and $UB. With $CU, the issuer can select data sets by
data set name, and further limit selection by specifying either the unload date and time
of data sets or particular versions of archived or backed up data sets. $CU also lets the
issuer revise comments associated with the archived or backed up data sets, revise the
expiration dates, or keep a specific version of a data set entry while deleting all other
versions.

An alternative to submitting the $CU command is to use the ISPF Catalog Inquiry or
Update panel (see the CA-ASM2 ISPF User Interface Guide for details).

Note:  An $OPTIONS parameter, $RETDAYS, specifies the number of days that a
data set marked as deleted is to be retained on the IPC in deleted status before
it is purged. See the CA-ASM2 Planning Guide for more information.
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 Syntax

IPC Update - $CU 

 ┌ ┐─,──────────────────
│ │┌ ┐──(-o)

��──$CU─ ──DSNAME ( ───
�

┴─'dsname'─ ──┼ ┼────── ) ──┬ ┬────────────── ─────�
└ ┘──(-n) └ ┘──TAPE(volume)

�─ ──┬ ┬────────────────── ──EXPDT ──┬ ┬─(yyddd)─── ───────────────────�
│ │┌ ┐──(ARCH) └ ┘─(yyyyddd)─

  └ ┘ ──TYPE ──┼ ┼────────
└ ┘──(BKUP)

┌ ┐──KEEP(1)
�─ ──┬ ┬────────────────── ──┼ ┼───────── ──┬ ┬────────── ──────────────�

└ ┘──COMMENT(comment) └ ┘──KEEP(m) ├ ┤─DELETE───
 └ ┘─UNDELETE─

�─ ──┬ ┬───────────────────────── ──┬ ┬──────────────────── ─────────�

└ ┘──UDATE ──┬ ┬──(yyddd) ───── └ ┘──UTIME ──┬ ┬──(hh:mm)

├ ┤──(yyyy/ddd) ── └ ┘──(hhmm) ─
├ ┤──(mm/dd/yy) ──
└ ┘──(mm/dd/yyyy)

Required - DSNAME(dsname)

Defaults - In the absence of (-n), $CU updates the most recently unloaded version of
the data set. The default value for m of the KEEP operand is one.

 Operands

DSNAME Specifies the names of the data sets to be updated. Specify the
version number (-n) in parentheses, otherwise CA-ASM2 updates
the most recently unloaded data set (Version 0). The n is a 1- or
2-digit integer and must be preceded by a minus sign. If dsname is
not enclosed in single quotes, the userid under TSO of the
JOBNAME minus 1 character for batch jobs, is prefixed. Example:
'user5.x.asm'(-2) refers to a version of 'user5.x.asm' two versions
older than the most recently unloaded version of the data set.
When entering (-n) with a fully qualified data set name, place the
(-n) outside the final quote. Example: dsn('user.text.data'(-2))

Note:  The DSNAME operand is ignored if the TAPE operand is
specified.

TAPE Requests that all unload catalog records associated with the
specified unload tape be updated. When the TAPE operand is
specified, the DSNAME operand is ignored.

TYPE Specifies whether archive unload records TYPE(ARCH) or backup
unload records TYPE(BKUP) in the IPC are to be processed.

EXPDT Specifies a new expiration date for the archive or backup. This is
a Julian date (YYDDD or YYYYDDD) representing the date on
which an unloaded data set expires.
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Note:  If the year (YY) is less than 56, it is assumed to start in the
year 2000. If a year less than 1956 is required, use a four
digit year.

COMMENT Revised user comment replacing the current comment. The
maximum length is 30 characters.

KEEP(m) Specifies the number of unload versions to retain in the IPC (not to
be deleted). The (m) is the most current version. If KEEP is
specified without (m), the default is the most current version
(m=1). If KEEP is omitted, CA-ASM2 deletes the version
identified by DSNAME.

DELETE Requests that the data set be marked as deleted in the IPC.
DELETE examines only entries that have not been previously
deleted. For VSAM base clusters, the associated path and alternate
record are also marked as deleted. DELETE is the same as issuing
a delete command with $DA or $DB.

UNDELETE Requests that a catalog record marked for deletion be made active
again (marked as undeleted). For VSAM base clusters, associated
path and alternate index records are also made active again
(undeleted). UNDELETE examines only entries that have been
deleted. CA-ASM2 undeletes only one entry when this command is
issued. The correct level (-n) is critical. If (-n) is omitted and the
first entry in the catalog for the data set name is not a deleted
entry, an update does not occur.

UDATE Specifies the unload date in Julian date format (YYDDD or
YYYY/DDD) of the archive or backup version to be updated or
deleted by CA-ASM2. When UDATE and UTIME are specified
and a version is specified on the data set name, the version must
match the version indicated by UDATE/UTIME, otherwise the
request fails.

UTIME Specifies the unload date in HH:MM or HHMM format of the
archive or backup version to be update or deleted. When UTIME
are specified, the UDATE operand is required. If more than one
candidate is available with the same date and time, CA-ASM2
rejects the request and you must use the version parameter instead.
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 Examples: 

Example 1

In this example, the version of USER1.FILE2 being deleted is two versions older than
the most recently archived version (version 0). CA-ASM2 records the job name or
userid executing a $CU command in the IPC for the associated data set. During the
next $MAINT run (see 13-12), it logs the job name or userid, and the data set name to
SYSPRINT.

$cu dsname (file1 file2(-2)) delete

ANY DATA SETS LISTED BELOW HAVE BEEN UPDATED:

TRKS LASTUSE UNLOADED UTIME REASON RETPD �DATASET NAME/LEVEL�

3 5/22/98 8/17/98 15:53 INACTV ���� USER1.FILE1

1 6/13/98 8/17/98 15:53 INACTV ���� USER1.FILE2(-2)

4 TRACKS CONTAINED IN ASM2

END OF '$CU' COMMAND

Example 2

This example illustrates a command that updates the expiration date and the comment
associated with a data set in the IPC. CA-ASM2 updated all three levels that have
been archived.

$cu dsn('csg.qc.tstps') expdt(882��) comment(test)

ANY DATA SETS LISTED BELOW HAVE BEEN UPDATED:

TRKS LASTUSE UNLOADED UTIME REASON RETPD ��DATA SET NAME��

1 2-17-98 2-2�-98 12:31 USER ��9-R CSG.QC.TSTPS

 TEST

1 TRACKS CONTAINED IN ASM2.

END OF '$CU' COMMAND

Example 3

This example illustrates deleting a data set from a catalog and then undeleting the data
set. The data set is one version earlier than the current version.

$cu dsn('csg.qc.load'(-1)) type(bkup) undelete

ANY DATA SETS LISTED BELOW HAVE BEEN UPDATED:

TRKS LASTUSE UNLOADED UTIME REASON RETPD ��DATA SET NAME��

91 6-26-98 6-26-98 17:55 USER-R �77 CSG.QC.LOAD

91 TRACKS CONTAINED IN ASM2.

END OF '$CU' COMMAND
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13.3 IPC Maintenance Utility - $MAINT

$MAINT is the IPC maintenance utility that performs CA-ASM2 maintenance
functions necessary for managing archived or backed up data. Prior to Version 4.0,
these functions were performed by the MERGE50 step of the unload job streams and
the program $MNTMRG when executed independently in the ASM2MNTA and
ASM2MNTB procedures. Version 4.0 and above of CA-ASM2 use the ASM2MNT
procedure to perform these same functions. $MAINT removes logically deleted and
expired archive or backup records from the IPC based on retention period processing
or rules purging versions above an installation-specified limit. It also handles the
explicit tape processing requests $PURGETP and $CHNGSER.

Your information center must schedule $MAINT to perform these functions on a
regular basis. Running $MAINT on a weekly basis should be sufficient. Do not run it
unnecessarily since it processes all unload records in the IPC each time you invoke it.

 13.3.1 Functions

$MAINT performs the following functions:

■ Processes $PURGETP and $CHNGSER control statements against the IPC.

■ Automatically recycles backup tapes when all data sets on the tape have expired.
It also recycles archive tapes if the $MNTOPT field of $OPTIONS is set to
request recycling for archives.

■ Removes deleted archive and backup records from the IPC that were marked as
deleted with the $CU, $DA, $DB commands or the ISPF LD function. A new
$OPTIONS parameter, $RETDAYS, specifies the number of days that a data set
marked as deleted is to be retained on the IPC in deleted status before it is purged.
(See the CA-ASM2 Planning Guide for more information on $RETDAYS.)

■ Creates a queue of tape VOLSERs recommended as candidates for Forward Merge
processing. Tapes are recommended for Forward Merge processing when the
number of bytes of active data sets falls below a user defined percentage of tape
capacity. The control statement TAPEUTIL-PCT(nn) defines the minimum
utilization percentage cutoff.

■ Provides additional control options for managing archives and backups.
$OPTIONS fields automatically recycle the oldest archives or backups when their
number exceeds a user-specified level. Separate limits are provided for archives
and backups. In addition, $OPTIONS fields are also provided to specify a
minimum number of archives or backups to keep, preventing them from being
automatically recycled. SMS users have the option of utilizing
management class information in defining the maximum number of versions to
keep for archives or backups when the data set is defined as an SMS data set.

The command $PURGETP explicitly requests that all catalog records describing data
sets on the specified archive or backup tape be deleted. $MAINT scratches these data
sets, reclaim inactive space in the IPC, and free the tapes for reuse. The $CHNGSER
command changes the references to a specific tape VOLSER to a new volume.
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$MAINT scans the IPC to apply the $CHNGSER and $PURGETP activity and
examine the retention period and number of versions of every archived or backed up
data set to determine which tapes may be recycled. After completing the recycle and
purge processing, it deletes the applicable IPC records.

13.3.2 IPC Maintenance Processing

$MAINT is executed to perform maintenance functions to the IPC to direct CA-ASM2
to retain the appropriate number of archives or backups for as long as your information
center requires. $MAINT processing falls into either of two categories: automatic
recycle processing or explicit requests. Automatic recycle processing (also known as
autorecycle processing) is performed for backups every time $MAINT is run. If
automatic recycle processing is requested for archives by having the $MNTOPT field
of $OPTIONS set to X'01', $MAINT also examines archives. $PURGETP and
$CHNGSER commands are processed as requested. If the user does not select
ARCHIVES for autorecycle processing, ARCHIVES are kept indefinitely.

Autorecycle processing examines the backups (and archives if selected) to determine if
the data set has expired. If the number of retention days from the unload date have
passed, it updates the data set to change its status to logically deleted. The data set is
retained in this status until all data sets on the tape are in logically deleted status and
the number of days specified in $OPTIONS field $RETDAYS has passed for all data
sets on the tape. On a subsequent run of $MAINT, all archive or backup records
associated with the tape are purged from the IPC and the tape is freed. If the
CA-ASM2 tape pool is in use, the tape is marked for reuse.

$OPTIONS has four fields defined to allow your information center to manage the
maximum and minimum number of versions for archives and backups. $AMAXVER
and $BMAXVER specify the maximum number of archive and backup versions,
respectively, to be maintained by CA-ASM2 for each data set. When a version is
created that causes the total number of versions of that data set to go over the
$AMAXVER or $BMAXVER limit, the oldest version of that data set is automatically
marked as logically deleted, even if the expiration date has not passed yet. In order for
the $AMAXVER limit to be applied to archives, the $MNTOPT flag must be set on
requesting autorecycle for archives.

Fields $AMINVER and $BMINVER in $OPTIONS allow your information center to
specify a minimum number of versions of each data set to be kept by CA-ASM2 when
autorecycle processing is in effect. When a data set that has expired is equal to or less
than the minimum number required, it is not marked as logically deleted. Unload
versions in this status are kept until newer versions cause them to become candidates
for logical deletion again or until they are explicitly purged with a $DA, $DB or $CU
command or through the ISPF IPC panels. You may also use CA-RSVP to select the
very oldest versions and generate $DA or $DB commands to remove data sets from
the IPC.

$PURGETP requests do not honor the $AMINVER or $BMINVER parameters and
always immediately deletes all data sets associated with the specified tape.
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The LOxxx files used by other ASM2 functions are not updated by $PURGETP. If the
volume being processed by $PURGETP is the most current volume in an LOxxx file,
the LOxxx file should have the tape volume removed or be reinitialized. Please
reference the discussion of $PURGETP control statements on page 13-18.

 Caution 

To purge CA-ASM2 tapes before they have expired, use the $PURGETP
command. Do not purge tapes by directly updating your tape management system
catalog to free them because this does not remove the associated archive or backup
records from the CA-ASM2 IPC. The $PURGETP command informsthe tape
system that the tapes have been freed.

Any data sets unloaded with the $RECATLG options are either uncataloged or
recataloged in the OS catalog depending on the type of action being performed. If
RACF support is selected by your installation, the appropriate RACF profile updates
are also made.

In addition to performing unload record maintenance for the archives and backups,
$MAINT also deletes the Defrag Volume Records created by running $DEFRAG in
full-volume dump mode. When all tapes associated with a Defrag Volume Record
expire, it deletes the record from the IPC. If $DEFRAG is run in full-volume dump
mode but no CA-ASM2 catalog records are created (ASM2 parm was not specified), a
tape system inquiry is made by $MAINT to determine if the tapes associated with the
$DEFRAG run have expired.

$MAINT should be run during a period when access to the IPC by other CA-ASM2
components is minimal. By default, $MAINT will ENQ on the IPC and process
through it sequentially, temporarily locking out other users. You may also optionally
specify input parameters to $MAINT which cause the IPC to be periodically released
for access by other components. The duration of the ENQ time (during which
$MAINT has the IPC locked out) and FREE times (during which $MAINT does not
access the IPC) are controlled through the SYSIN parameters IPC-ENQTIME and
IPC-FREETIME. For details on controlling IPC ENQ processing, see a description of
these parameters on 13-19 and 13-19.

13.3.2.1 Disk Staging Area

$MAINT is used to expire archived and backed up data sets in the Disk Staging Area
(DSA). If you have a DSA with a data set that you have archived or backed up
without running a tape copy, when the data set expires, $MAINT purges the IPC
record and also purges the copy from the DSA and uncatalogs the data set. DSA data
sets are cataloged in the MVS catalog as well and $MAINT uncatalogs them from the
MVS catalog when they are deleted from the DSA. If you have copied the data set
from DSA to tape so that there are two copies of the archive or backup, $MAINT
purges both the tape copy and the DSA copy of that data set.

Before Version 4.1 if you had a corrupted tape you would do a $PURGETP which
would inform the IPC that the tape was gone. Data recorded on the tape was lost and
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purged out of the IPC. With Version 4.2 this is no longer necessarily true. Consider
the following example.

You do an archive run and copy data sets A and B to the DSA and then you run the
DSA Manager to copy everything in the DSA to tape. You now have data sets A and
B in the DSA and on tape. If the tape subsequently became corrupted, you would use
the $PURGETP command to purge that copy. In the past data sets A and B would be
lost. $MAINT removes the tape information out of the IPC record but it is possible to
reload these data sets because there is still a DSA copy. When there is still a DSA
copy, $MAINT simply updates the record, removes the tape destination information
out of the IPC record and updates the IPC record. Data sets A and B then fall into a
category of data sets in the DSA called UNCOPIED. UNCOPIED indicates the status
of a data set that has not yet been copied to tape. It now appears that data sets A and
B were never copied to tape but internally the system knows at one time there was a
tape copy and now there is not.

Anytime you run an archive or backup copy from the DSA to tape, the default is to
select everything that has not yet been copied indicated by the DSA Manager keyword
UNCOPIED. If you wanted to look at these data sets, you could run the LISTDSA
command (described in Chapter 5) and list specific data sets in the DSA. One option
that you have is to list everything in the DSA that is UNCOPIED. This shows you
everything that needs to be copied to tape. Once you have purged the tape in our
example, data sets A and B show up again as UNCOPIED, indicating the need to be
copied to tape. The next time you run the copy function, those data sets are copied to
tape again.

$MAINT's rules for purging data sets in the DSA are as follows:

■ If $MAINT decides a data set is to be logically deleted and a tape copy has been
made, the DSA copy is purged, the DDSC is removed from the UDC and the IPC
record is updated. If a tape copy has NOT been made, the IPC record is logically
deleted and the DSA copy is retained.

■ If $MAINT decides a data set is to be physically deleted, the DSA copy is purged
and the IPC record is deleted.

13.3.3 Tape Utilization Report

$MAINT also serves as a centralized tape reporting program for all the tapes
CA-ASM2 is managing, whether the CA-ASM2 tape pool is active or not. It creates a
tape report by default, showing the following:

■ All active CA-ASM2 tapes
 ■ Media type
■ Number of active data sets
■ Total number of data sets for each tape

See the sample Tape Utilization Report on page 13-24.
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13.3.4 Job Control Statements

The procedure ASM2MNT executes $MAINT. Sample JCL follows.

//JS�1 EXEC PGM=$MAINT,REGION=2�48K

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

 //MAINTWK DD DSN=&&MAINTWK,DISP=(,DELETE),

// UNIT=SYSDA,SPACE=(CYL,(3,2)),

// DCB=(RECFM=FB,LRECL=1��,BLKSIZE=32��,DSORG=PS)

//ARCHPOOL DD DSN=SYS2.ASM2.ARCH.$TAPPOOL,DISP=SHR

//BKUPPOOL DD DSN=SYS2.ASM2.BKUP.$TAPPOOL.DISP=SHR

 //DUPPOOL DD DSN=SYS2,ASM2.ARCH.$DUPPOOL,DISP=SHR

 //FMQUEUE DD SYSOUT=(A),DCB=BLKSIZE=8��

//ARCLOG DD DSN=SYS2.ASM2.ARCH.ARCLOG,DISP=(MOD,KEEP)

 //ASM2IPC DD DSN=SYS2.ASM2.ASM2IPC,DISP=SHR

 //ASM2JNL DD DSN=SYS2.ASM2.ASM2JNL,DISP=SHR

 //CAIVMFI DD DSN=SYS2.CAI.VMFI,DISP=SHR

//CAIVMF DD DSN=SYS2.CAI.VMF,DISP=SHR

//ASMPRINT DD SYSOUT=�

//XCPTNLOG DD SYSOUT=�

//SYSIN DD �

 DD Statements

ISPMLIB Defines the CA-ASM2 message library that was built
during CA-ASM2 installation.

MAINTWK Defines a disk work data set deleted at the end of job.
This data set must be a fixed blocked data set with a
block size of some multiple of the record length, 100.

ARCHPOOL Specifies the tape pool is to be updated to reflect archive
tapes being freed as a result of the $PURGETP or
recycle processing. If the CA-ASM2 tape pool is
selected by your installation, this DD is required. It
should point to the .ARCH.$TAPPOOL defined at your
installation.

BKUPPOOL Specifies the tape pool is to be updated to reflect backup
tapes being freed as a result of the $PURGETP or
recycle processing. If the CA-ASM2 tape pool is
selected by your installation, this DD is required. It
should point to the .BKUP.$TAPPOOL defined at your
installation.

DUPPOOL Defines the CA-ASM2 tape pool data set containing the
duplex tape volumes for archive tapes, and backup tapes
if your information center chooses to create duplexes of
backups. This DD is required if your information center
selects the CA-ASM2 tape pool.

FMQUEUE Defines the data set to contain the Forward Merge
requests created by $MAINT. The Forward Merge
requests can be written to a SYSOUT class. Any fixed
block data set with a LRECL of 80 may be specified to
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capture these merge requests. The file may be taken
directly into Forward Merge processing.

ARCLOG Defines the archive log that is updated to reflect all
$PURGETP and $CHNGSER activity regardless of
whether the tape being processed contains backup or
archive data. You may specify the BKUP.ARCLOG if
only updates to backup tapes are to be processed.

ASM2IPC Defines the IPC for which processing is intended. The
prefix ASM2 on the DDNAME may be replaced by
whatever alternate prefix the CATID control statement
specifies. See IPC and Journal Creation on page 13-2
and CATID on page 13-31 for more information.

ASM2JNL Defines the journal associated with the IPC defined by
the ASM2IPC DD statement. The prefix ASM2 on the
DDNAME may be replaced by whatever alternate prefix
the CATID control statement specifies. See IPC and
Journal Creation on page 13-2 and CATID on
page 13-31 for more information.

CAIVMFI 

CAIVMF Defines the TLMS Volume Master File (VMF) that is
opened for read-only processing. These DD statements
are required only for those information centers running
TLMS that also run $DEFRAG in full-volume dump
mode without the ASM2 parameter (meaning that
catalog records are not created). $MAINT performs
tape system inquiries if no catalog records are present
for the $DEFRAG run to determine when the Defrag
Volume Records may be purged. CA-1 users do not
need to specify these DD statements.

ASMPRINT Defines a SYSPRINT DD for the control log, detail
messages, and Tape Utilization Report.

XCPTNLOG Defines the SYSPRINT DD for the Exception Report.

SYSIN Defines a file that contains control statements. $MAINT
scans columns 1-72 for control statements. Commands
may begin in any column and can be continued with a
blank followed by a hyphen. Separate parameters from
one another by one or more blanks.
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 Control Statements

Keyword Description

$CHNGSER FROMVOL(xxxxxx) TOVOL(yyyyyy) TODEV(uuuuuu)
Specifies that occurrences of tape VOLSER xxxxxx (the
FROMVOL parameter - the original tape VOLSER) be
changed to yyyyyy (the TOVOL parameter - the new tape
VOLSER to which it is to be changed). The new VOLSER is
given the device type specified in the TODEV parameter
uuuuuuuu. The TODEV parameter is optional, but if not
specified, the new VOLSER is assumed to be of the same
device type as the old VOLSER. The uuuuuuuu can be one to
eight characters and must also be specified in the $OPTIONS
tape unit table $TPUNIT. $MAINT performs a one-for-one
substitution regardless of whether xxxxxx is the only tape or
part of a multi-tape set. If the tape is part of a DEFRAG
full-volume dump, the DVR is also updated accordingly.

Note:  When $CHNGSER is entered, the new tape is not a
candidate for autorecycle purging in the same run.

$PURGETP VOL(vvvvvv)

$PURGETP VOLSER(vvvvvv)
Specifies that the unload records for all data sets on the tape,
VOL(vvvvvv), (where vvvvvv is equal to the tape volume
serial number) are to be deleted and the tape freed for reuse
regardless of whether all data sets on the tape have expired or
not. If the tape is part of a DEFRAG full-volume dump, the
DVR record in the IPC is updated to indicate the tape volume
has been purged.

 Caution 

$PURGETP processing does not update the LOUSER, LOPERM, or LOSYS data
sets. Review these data sets and ensure the volume being purged is not present in
these files.

$PRGFRC When the CA-ASM2 tape pool is in use and tapes to be freed
are not found in the tape pool, $PRGFRC must be specified to
purge the tapes, otherwise the tape is not freed and the catalog
records are not deleted from the IPC. Volumes deleted as a
result of $PURGETP activity have their IPC records deleted
even if the tape is not in the CA-ASM2 tape pool.

DETAIL Specifies that a detail report be produced showing the IPC
update activity for the $PURGETP, $CHNGSER, and
autorecycle processing. This is the default reporting mode.
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IPC-ENQTIME(mmm:ss.th)
Specifies the maximum amount of wall clock time that
$MAINT may keep the IPC enqueued before releasing control
of the IPC. When this parameter is specified, a timer is started
to monitor IPC access time by $MAINT. Specify the time
interval in minutes, seconds, and tenths or hundredths of
seconds. The tenths and hundredths of a second position are
optional. If an interval of less than one minute is desired,
provide zero for the mmm positions. For example, to cause the
IPC to be enqueued no longer than one second of wall clock
time, specify IPC-ENQTIME(0:01). When the specified time
interval is up, the IPC is released for access by other
CA-ASM2 components. The duration of the time during which
$MAINT leaves the IPC free is controlled by the
IPC-FREETIME parameter. If IPC-ENQTIME is not specified,
$MAINT keeps the IPC enqueued until the entire IPC has
been processed.

Note that IPC RESERVE/RELEASE logic inherent in
CA-ASM2 always protects the integrity of the IPC. This
parameter is provided to tune access to the IPC for those
environments where $MAINT must be run simultaneously
with other components which require the IPC, such as IXR.
For more information, see IPC Maintenance Processing on
page 13-13 and IPC-FREETIME on 13-19.

IPC-FREETIME(mmm:ss.th)
Specifies the length of time at the end of an IPC ENQ interval
during which $MAINT releases control of the IPC, allowing
other CA-ASM2 components access to it. Specify the duration
of this wait interval in wall clock minutes, seconds, and,
optionally, tenths and hundredths of a second. $MAINT is
placed in a wait state for the duration of this interval. A
default IPC-FREETIME of half a second (0:00.5) is used if
IPC-ENQTIME is specified but an IPC-FREETIME parameter
is not also specified. This parameter is ignored unless an
IPC-ENQTIME parameter is also specified. For more
information, see IPC Maintenance Processing on page 13-13
and IPC-ENQTIME on 13-19.

NOTAPE Specifies that the tape detail report (Tape Utilization Report)
not be produced. This report lists all CA-ASM2 tapes, the total
number of data sets, and the number of active data sets for
each tape. The default is to produce the tape detail report.

SIMULATE Specifies a simulated run in which the requested updates or
tape expiration processing is simulated; no updates to the IPC
or tape pool data sets are actually performed.

SMS-CONTROL(ACTIVE)
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SMS-CONTROL(INACTIVE)
When SMS-CONTROL(ACTIVE) is specified, for those data
sets that were defined as SMS controlled at unload time, the
appropriate management class information is obtained from
SMS to be used for the $AMAXVER or $BMAXVER version
limits. The 'NUMBER OF BACKUPS - DATA SET EXISTS'
value is used for $BMAXVER and the 'NUMBER OF
BACKUPS - DATA SET DELETED' value is used for
$AMAXVER. Data sets not defined as SMS controlled use the
$AMAXVER or $BMAXVER limits in $OPTIONS.
$MNTOPT must be turned on for archive records to be
processed. The default is SMS-CONTROL(INACTIVE).

SUMMARY Specifies that only summary reporting is done to document the
changes for $PURGETP, $CHNGSER, and autorecycle
processing. The Tape Utilization Report is still produced when
SUMMARY is specified.

TAPEUTIL-PCT(nn) Specifies the percentage cutoff used to select archive tapes for
Forward Merge processing. $MAINT calculates a utilization
percentage for each tape to express the byte count of active
data sets on the tape to the total byte capacity for the tape.
When this percentage goes below the TAPEUTIL-PCT
specified, the tape becomes a candidate for merge processing
and a merge request is written to the FMQUEUE DD. The
FMQUEUE may be modified by the user or not processed at
all. If not specified, the TAPEUTIL-PCT defaults to 20%.

Only archive tapes are examined for Forward Merge
processing by $MAINT. In addition, the archive volume must
not consist entirely of expired data sets and must not consist
of all active data sets. One or more of the data sets, but not
all, must be in logically deleted status for the volume to be
recommended for Forward Merge processing by $MAINT.
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13.3.5 Examples - $MAINT

 Example 1: 

For this run of $MAINT, the user wishes all tapes with a utilization percentage of less
than 15% to be written to the FMQUEUE file. The user also wishes to delete all
unload records associated with the tape volume 055044, and free this volume in the
CA-ASM2 tape pool. All unload records referencing tape volume 055031 are to be
updated to point to 056039 instead. Since this is a 3420 type volume, no TODEV
parameter is required. All unload records referencing tape volume 801031 are to be
updated to point to 801234 instead, a 3480 cartridge. The information center has UNIT
name CART defined to describe 3480 tapes and this name has been also defined in
$OPTIONS table $TPUNIT. The full detail report and tape utilization report are
printed by default.

Prior to running this job, $OPTIONS was set up to request autorecycle processing for
archive tapes ($MNTOPT = x'01') and the the maximum and minimum number of
archive and backup versions to be kept by CA-ASM2 for each data set (fields
$AMAXVER, $BMAXVER, $AMINVER and $BMINVER).

//JS�1 EXEC PGM=$MAINT,REGION=2�48K

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

 //MAINTWK DD DSN=&&MAINTWK,DISP=(,DELETE),

// UNIT=SYSDA,SPACE=(CYL,(3,2)),

// DCB=(RECFM=FB,LRECL=1��,BLKSIZE=32��,DSORG=PS)

//ARCHPOOL DD DSN=SYS2.ASM2.ARCH.$TAPPOOL,DISP=SHR

//BKUPPOOL DD DSN=SYS2.ASM2.BKUP.$TAPPOOL.DISP=SHR

 //DUPPOOL DD DSN=SYS2,ASM2.ARCH.$DUPPOOL,DISP=SHR

 //FMQUEUE DD DSN=SYS2.ASM2.FMQUEUE,DISP=SHR

//ARCLOG DD DSN=SYS2.ASM2.ARCH.ARCLOG,DISP=(MOD,KEEP)

 //ASM2IPC DD DSN=SYS2.ASM2.ASM2IPC,DISP=SHR

 //ASM2JNL DD DSN=SYS2.ASM2.ASM2JNL,DISP=SHR

//ASMPRINT DD SYSOUT=�

//XCPTNLOG DD SYSOUT=�

//SYSIN DD �

 TAPEUTIL-PCT(15)

 $PURGETP VOL(�55�44)

 $CHNGSER FROMVOL(�55�31) TOVOL(�56�39)

 $CHNGSER FROMVOL(8�1�31) TOVOL(8�1234) TODEV(CART)

/�
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 Example 2: 

In this example, the user does not wish to utilize the FMQUEUE of merge requests.
Tape VOLSER 320044 is to be purged from the IPC, but the CA-ASM2 tape pool is
not in use. The user runs full-volume $DEFRAG dumps in non ASM2 mode and is a
TLMS user, so the TLMS VMF is required to determine when the Defrag Volume
Records may be purged. Detail level reporting is suppressed, but the Tape Utilization
Report is produced.

$OPTIONS has been set up to not perform autorecycle processing for archives
($MNTOPT = x'00') and the the maximum and minimum number of backup versions
to be kept by CA-ASM2 for each data set are specified in $OPTIONS fields
$BMAXVER and $BMINVER. $CATID has been defined as XAP1 and $VPREFIX is
V.ASM2PROD. Because autorecycle processing was not elected by this user, archive
tapes must be manually purged with $PURGETP commands.

//JS�1 EXEC PGM=$MAINT,REGION=2�48K

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

 //MAINTWK DD DSN=&&MAINTWK,DISP=(,DELETE),

// UNIT=SYSDA,SPACE=(CYL,(3,2)),

// DCB=(RECFM=FB,LRECL=1��,BLKSIZE=32��,DSORG=PS)

 //FMQUEUE DD DUMMY,DCB=BLKSIZE=8��

//ARCLOG DD DSN=ASM2PROD.ARCH.ARCLOG,DISP=(MOD,KEEP)

 //XAP1IPC DD DSN=V.ASM2PROD.XAP1IPC,DISP=SHR

 //XAP1JNL DD DSN=V.ASM2PROD.XAP1JNL,DISP=SHR

 //CAIVMFI DD DSN=SYS2.CAI.VMFI,DISP=SHR

//CAIVMF DD DSN=SYS2.CAI.VMF,DISP=SHR

//ASMPRINT DD SYSOUT=�

//XCPTNLOG DD SYSOUT=�

//SYSIN DD �

 $PURGETP VOLSER(32��44)

  SUMMARY

 /�
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 13.3.6 $MAINT Output

$MAINT creates reports that identify the disposition of each explicit $PURGETP and
$CHNGSER request, and the results of recycle processing. Each $PURGETP and
$CHNGSER command successfully processed has an entry written to the ARCLOG
data set.

A sample $MAINT Control Log, Detail Log, Summary Log, Tape Utilization Report,
and Exception Log are shown here and on the following pages.

$MAINT IPC Maintenance Utility - Control Log

COMPUTER ASSOCIATES ASM2 CATALOG MAINTENANCE UTILITY PAGE ���1

CA-ASM2 VERSION 4.2 CONTROL LOG MM/DD/YY 12.1�.1�

$MAINT CONTROL STATEMENTS:

 TAPEUTIL-PCT(15)

 $PURGETP VOLSER(CSG��5)

$CHNGSER FROMVOL(91�399) TOVOL(8��999) TODEV(CART)

ASMMNT18 - CART not found in $OPTIONS $TPUNIT field - $CHNGSER ignored

$CHNGSER FROMVOL(91�3�7) TOVOL(8��3�7) TODEV(348�)

$MAINT RUN TIME OPTIONS IN EFFECT:

 PRINT DETAIL

 TAPE REPORT

NO PURGE FORCE

NO TAPE POOL

AUTO RECYCLE ARCHIVE TAPE

MINIMUM TAPE UTILIZATION PERCENTAGE - 15 %

$MAINT IPC Maintenance Utility - Detail Log

COMPUTER ASSOCIATES ASM2 CATALOG MAINTENANCE UTILITY PAGE ���2

CA-ASM2 VERSION 4.2 DETAIL LOG MM/DD/YY 12.1�.1�

ASMMN52� - ARCH data set version marked as logically deleted - RSN=EXPIRED DSN=CN91��.ASM2PROD.ARCH.CATALOG

ASMMN52� - ARCH data set version marked as logically deleted - RSN=EXPIRED DSN=CN91��.ASM2PROD.ARCH.CATALOG

ASMMN52� - ARCH data set version marked as logically deleted - RSN=EXPIRED DSN=CN91��.ASM2PROD.ARCH.CATALOG

ASMMN52� - ARCH data set version marked as logically deleted - RSN=EXPIRED DSN=CN91��.ASM2PROD.ARCH.CATALOG

ASMMN52� - ARCH data set version marked as logically deleted - RSN=EXPIRED DSN=CN91��.ASM2PROD.ARCH.CATALOG

ASMMN52� - volume for CN91��.DGS212.ASM changed from 91�3�7 to 8��3�7

ASMMN52� - BKUP data set version marked as logically deleted - RSN=EXPIRED DSN=BLAJO�2.ASM2.CNTL

ASMMN52� - BKUP data set version marked as logically deleted - RSN=EXPIRED DSN=BLAJO�2.ASM2.INFO

ASMMN52� - BKUP data set version marked as logically deleted - RSN=EXPIRED DSN=US.DLA.TST1PO

ASMMN52� - BKUP data set version marked as logically deleted - RSN=EXPIRED DSN=VN91��.QC.TST4KSDS.CLUSTER

ASMMN991 - TOTAL IPC UNLOAD RECORDS PROCESSED 5�1
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$MAINT IPC Maintenance Utility - Summary Log

COMPUTER ASSOCIATES ASM2 CATALOG MAINTENANCE UTILITY PAGE ���9

CA-ASM2 VERSION 4.2 SUMMARY LOG MM/DD/YY 12.1�.1�

ASMMN51� - Defrag volume record for DASD volume CAJ�1� was successfully deleted.

ASMMN51� - Defrag volume record for DASD volume CAJ�2� was successfully deleted.

ASMMN51� - Defrag volume record for DASD volume CTS��� was successfully deleted.

ASMMN51� - Defrag volume record for DASD volume CTS�1� was successfully deleted.

ASMMN51� - Defrag volume record for DASD volume CTS�2� was successfully deleted.

ASMMN51� - Defrag volume record for DASD volume CTS�3� was successfully deleted.

ASMMN92� - $CHNGSER FROMVOL(91�3�7) TOVOL(8��3�7) successfully completed

ASMMN82� - No tape volumes found to match $PURGETP VOLSER(CSG��5)

ASMMN57� - All data sets on volume ASF�11 have been marked deleted.

ASMMN57� - All data sets on volume ASC�66 have been marked deleted.

ASMMN44� - Volume CSG��5 has been freed

$MAINT IPC Maintenance Utility - Tape Utilization Report

COMPUTER ASSOCIATES ASM2 CATALOG MAINTENANCE UTILITY PAGE ���1

CA-ASM2 VERSION 4.2 TAPE UTILIZATION REPORT MM/DD/YY 12.1�.1�

VOLSER USE MEDIA TYPE # ACTIVE D/S # TOTAL D/S DAYS TO EXPIRATION

------ ------ ---------- ------------ ------------ -------------------

 ASC�66 BKUP TAPE � 51 �

 ASF�11 BKUP TAPE � 87 �

 ASF�13 BKUP TAPE 1 187 115

 ASF�18 BKUP TAPE 9 1� 688

 ASF�82 ARCH TAPE 1 1 679

 8��3�7 ARCH TAPE 1 1 �

 91�3�8 ARCH TAPE 15 16 22

 91�315 ARCH TAPE 131 136 688

TOTAL ASM2 ARCHIVE TAPES 4

TOTAL ASM2 BACKUP TAPES 4

TOTAL ASM2 ACTIVE DATA SETS 171

TOTAL ASM2 DATA SETS 5�2
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 Field Descriptions

VOLSER Tape volser.

USE Use is ARCH for tapes containing archive data, BKUP
for tapes containing backup data, PERM for tapes
containing archives flagged as permanent, and DFRG for
tapes created by $DEFRAG.

MEDIA TYPE Appropriate value from the $OPTIONS $TPUNIT table
for a 3420, 3480, or 3490.

# ACTIVE D/S Number of active (unexpired) data sets.

# TOTAL D/S Total number of data sets, both expired and unexpired.

DAYS TO EXPIRATION Number of days from the present date until the tape
expires (when all data sets are marked logically deleted).
After the tape expires, it continues to show on the Tape
Utilization Report with 0 active data sets until the greatest
$RETDAYS value of any data set on the tape has passed.
It is then purged in the next run of $MAINT.

$MAINT IPC Maintenance Utility - Exception Log

COMPUTER ASSOCIATES ASM2 CATALOG MAINTENANCE UTILITY PAGE ���1

CA-ASM2 VERSION 4.2 EXCEPTION LOG MM/DD/YY 12.1�.1�

ASMMN56� - Tape TAP�21 in DVR for volume CAJ�2� is unknown to CA-1 or TLMS.

ASMMN56� - Tape 91�3�8 in DVR for volume CAJ�2� is unknown to CA-1 or TLMS.

ASMMN56� - Tape �56��9 in DVR for volume CAJ�2� is unknown to CA-1 or TLMS.
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13.4 IPC Update Utility - $CATMRG

$CATMRG is the IPC update utility executed in the MERGE50 step following the
DEFRAG30 step in a $DEFRAG backup run.

13.4.1 Job Control Statements

Sample JCL for ASM2MRGB:  

The ASM2MRGB procedure must be run when the catalog merge process is not
performed as a MERGE50 step of full volume ASM2VOLB procedure runs using
ASM2 mode. The following is an example of the ASM2MRGB procedure:

//ASM2MRGB PROC RUNID=,IDX='JOESMITH.VTEST'

//ASM2MRGB EXEC PGM=$CATMRG

//REPORT DD SYSOUT=(A)

 //ISPMLIB DD DISP=SHR,DSN=SYS2.ASM2.CAIISPM

//ASM2INCR DD DSN=&IDX..BKUP.INCR&RUNID,

// DISP=OLD

//SYSPRINT DD SYSOUT=(A),

// DCB=(BLKSIZE=133,RECFM=FA)

 $CATMRG Parameters: 

The following parameters are required to specify the type of run and indicate if the
system ID is to be put in the IPC records. Specify the parameters in the following
format:

 PARM=xxxx, SYSID=y

where xxxx is one of the following: ARCH Archive run
 BKUP Backup run

FVOL Defrag full-volume backup run
PERM Permanent archive run

and y is either: Y Yes - insert MVS system ID in record key.
N No - do not insert MVS system ID in record key.
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Sample JCL

//MERGEB JOB '4�2�����K.SMITH','JOE',NOTIFY=JOESMITH

// MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48

 /�JOBPARM F=STD,L=99

//JOBLIB DD DSN=CN91��.AGS4��.LOAD,DISP=SHR

//JOBCAT DD DISP=SHR,DSN=ICF.VSJ���1

//ASM2MRGB EXEC ASM2MRGB,PARM='BKUP,SYSID=N'

 13.4.2 $CATMRG Output

$CATMRG produces a summary report showing counts of IPC records added, and F1
DSCBs, F3 DSCBs, E records, and U records read. A sample report is shown here.

COMPUTER ASSOCIATES CA-ASM2 IPC UPDATE UTILITY PAGE 1

VERSION 4.2 CONTROL LOG MM/DD/YY 14:11

13 - UNLOAD RECORDS READ

� - UNLOAD EXTENSION RECORDS READ

2 - FORMAT-3 DSCB RECORDS READ

� - FORMAT-2 DSCB RECORDS READ

14 - FORMAT-1 DSCB RECORDS READ

13 - IPC RECORDS ADDED

IPC UPDATE ENDED ON MONDAY, MM/DD/YY AT 17:�1:�241
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13.5 IPC Backup and Recovery Utility - M2PCBRU

M2PCBRU is the backup and restore utility for the IPC. It has three functions:

1. Backing up the IPC
2. Analyzing the IPC and journal for fragmentation
3. Recovering the IPC from the backup and journal data

Each of these functions is invoked by a SYSIN command. M2PCBRU backs up the
IPC to tape, restore the IPC from the most recent backup tape and then update it with
the journal data set records, and determine if the IPC needs reorganization.

Your information center should run M2PCBRU to perform Backup and Analyze
regularly, for example, after performing a lot of updates or after running $MAINT.
Running M2PCBRU on a weekly basis should be sufficient. If you find you must run
it frequently because the journal is filling up too fast, enlarge the journal.

The IPC backup and recovery procedures ASM2BKUP and ASM2RCVR execute
M2PCBRU. M2PCBRU requires that all CA-ASM2 components that reference the IPC
be brought down for the time that it is running.

13.5.1 Job Control Statements

 Sample JCL

//BACKUP EXEC PGM=M2PCBRU

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

 //ASM2IPC DD DSN=SYS2.PROD.ASM2IPC,DISP=OLD,

 AMP=('BUFNI=99,BUFND=5')

 //ASM2JNL DD DSN=SYS2.PROD.ASM2JNL,DISP=OLD,

 AMP=('BUFNI=99,BUFND=5')

//ASM2BKUP DD DSN=SYS2.PROD.ASM2IPC.BKUP(+1),DISP=(,CATLG,DELETE),

// UNIT=TAPE

//ASM2JXTR DD DSN=SYS2.PROD.ASM2IPC.JXTR(+1),DISP=(,CATLG,DELETE),

// UNIT=TAPE

//SYSIN DD �

BACKUP CATID($OPT) JOURNAL-EXTRACT

Note:  If you are creating GDGs for ASM2BKUP and ASM2JXTR, you have to set
up a model DSCB for them.
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where:

BACKUP Is the execute statement for M2PCBRU. This clears the
Journal at the end of the job. Do not cancel this job.

 DD Statements

STEPLIB Defines the library (or libraries) containing M2PCBRU.

ISPMLIB Defines the CA-ASM2 message library that was built
during CA-ASM2 installation.

SYSPRINT Defines the message data set where CA-ASM2 logs
processing information and error messages.

SYSIN Defines the control input data set where M2PCBRU
commands are placed. The data set must contain
fixed-length records with a record length of 80 bytes.
CA-ASM2 scans columns 1 through 72 for command
input. You may begin commands in any column and
continue them by placing a hyphen (-) to the right of the
command to be continued. Separate parameters from one
another with one or more spaces.

The names of the following DD statements vary depending upon the IPC ID chosen.
The example ddnames used in the descriptions here assume that $CATID in
$OPTIONS specifies ASM2.

ASM2IPC Defines the IPC for which the processing is intended.
In xxxxIPC, the xxxx is the catalog ID. ASM2IPC
represents the IPC and the CATID ASM2. The
AMP=('BUFNI=99,BUFND=99') parameter is required
on this DD statement to minimize overhead and elapsed
time on backup and restore. See IPC and Journal
Creation on page 13-2 and CATID on page 13-31 for
more information.

ASM2JNL Defines the journal associated with the IPC defined by
the ASM2IPC DD statement. In xxxxJNL, the xxxx is
the catalog ID. ASM2JNL represents the journal and the
CATID ASM2. The AMP=('BUFNI=99,BUFND=99')
parameter is required on this DD statement to minimize
overhead and elapsed time on backup and restore. See
IPC and Journal Creation on page 13-2 and CATID on
page 13-31 for more information.

ASM2BKUP Defines the IPC backup data set. In xxxxBKUP, the
xxxx is the catalog ID. ASM2BKUP represents the IPC
backup data set and the CATID ASM2. See IPC and
Journal Creation on page 13-2 and CATID on
page 13-31 for more information. This DD should
specify a tape data set. It is written as a variable-blocked
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data set with a block size of 32760 and a logical record
length of 4096.

For BACKUP commands, CA-ASM2 copies the IPC to
this data set and records the backup data set information
in the journal.

For RECOVER commands, this DD should specify the
appropriate unit type such as, UNIT=(TAPE,,DEFER).
M2PCBRU uses the data set name and volume
information from the journal to complete the JFCB and
then issue an OPEN TYPE=J.

ASM2JXTR Defines the journal extract data set. In xxxxJXTR, the
xxxx is the catalog ID. ASM2JXTR represents the
journal extract data set and the CATID ASM2. See IPC
and Journal Creation on page 13-2 and CATID on
page 13-31 for more information. When a BACKUP
command is processed that specifies
JOURNAL-EXTRACT, the journal data set is copied to
this data set, except for the control record. Computer
Associates recommends the use of
JOURNAL-EXTRACT.

 Control Statements

Command Description

ANALYZE Compares fragmentation levels against user-controlled
thresholds to determine if reorganization of the IPC is needed.
The step produces a return code 4 if reorganization is needed.
See IPC Reorganization on page 13-39 for more information.

BACKUP Backs up the IPC, clears the journal, and records the data set
name and volume information of the IPC backup in the
journal. This function then invokes the ANALYZE command
for threshold analysis.

RECOVER Restores the IPC from the most recent IPC backup and then
applies all updates from the journal to bring the IPC back up
to date. Normally this involves reloading the IPC from the
most recent IPC backup tape and then applying the journal
updates to bring the IPC up to date. If you have never backed
up the IPC using BACKUP (described above), the recovery
proceeds using only the updates recorded in the journal. This
function then invokes the ANALYZE command for threshold
analysis.

Note:  Prior to running RECOVER, rename the old IPC and allocate a new one (but
not the journal) and redefine the IPC using IDCAMS. The IPC must be empty
for the RECOVER function to proceed.

With each of the commands, you can specify one or more of the following parameters.
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Parameter Description

CA-SPLITS(x) Optional for all commands. Specifies the control
area split threshold. If the IPC or journal exceed
this number of CA splits, M2PCBRU produces a
warning message and set a step condition code of
4. The default is CA-SPLITS(16). This threshold
parameter must immediately follow the
THRESHOLD keyword or immediately follow
some other threshold parameter.

CATID(x) Required for all commands. This parameter
defines the IPC ID for which the processing is
intended. As in the examples previously described,
CATID(ASM2) would identify the DD ASM2IPC
as the IPC to be analyzed, backed up, or
recovered. Specifying CATID($OPT) causes the
$CATID field of $OPTIONS to be used in this
process. See the discussion of catalog IDs in IPC
and Journal Creation on page 13-2 for more
information.

CI-SPLITS(x) Optional for all commands. Specifies the control
interval split threshold. If the IPC or journal
exceed this number of CI splits, M2PCBRU
produces a warning message and sets a step
condition code of 4. The default is
CI-SPLITS(64). This threshold parameter must
immediately follow the THRESHOLD keyword or
immediately follow some other threshold
parameter.

CONTROL-RECORD-PCT(x) Optional for all commands. Specifies the control
record percent threshold. The control records for
the IPC and journal reflect the internal structure of
those data sets, respectively. As control areas split
and as new extents are acquired, the amount of
information required to track those changes
increases. If either of the control records becomes
filled, access to the IPC is denied. If the IPC or
journal control records exceed this percentage of
being totally filled, M2PCBRU produces a
warning message and set a step condition code of
4. The default is CONTROL-RECORD-PCT(80).
This threshold parameter must immediately follow
the THRESHOLD keyword or immediately follow
some other threshold parameter.
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EXTENTS(x) Optional for all commands. Specifies the control
record percent threshold. If the IPC or journal
exceed this number of filled extents, M2PCBRU
produces a warning message and set a step
condition of 4. The default is EXTENTS(14).

IGNORE-ERRORS Optional with RECOVER. Indicates that logical
access errors are to be ignored during recovery. If
this is not specified, the first add, update, or delete
failure terminates the recovery.

JOURNAL-EXTRACT Optional with the the BACKUP command.
Indicates that a copy of the journal data set be
made during the backup process. If this keyword
is specified, M2PCBRU copies the IPC to the
backup tape first, and then copy the journal data
set to the journal extract data set before clearing
the journal. The ddname for the journal extract
data set is constructed by concatenating the IPC
ID taken from the CATID(x) parameter and
JXTR. For example, if the CATID ASM2 is
specified, the journal extract ddname is
ASM2JXTR. Computer Associates recommends
the use of JOURNAL-EXTRACT.

THRESHOLD Optional for all commands. Indicates threshold
values are to follow. CA-SPLITS, CI-SPLITS,
CONTROL-RECORD-PCT, and EXTENTS must
be preceded by this keyword.
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13.5.2 IPC Backup Integrity

If the current IPC backup has been damaged or there is doubt as to its integrity, it is
possible to recover it from a -1 backup level of the IPC. This methodology requires
you to keep backups of the journal by using the JOURNAL-EXTRACT keyword when
running M2PCBRU with the BACKUP command.

To recover the IPC from a -1 generation backup, perform the following:

1. Use IDCAMS REPRO to copy the current journal to tape.

2. Use IDCAMS to DELETE the journal and DEFINE a new journal.

3. Run M2PCBRU ANALYZE to initialize the new journal.

4. Use IDCAMS to DELETE the IPC and DEFINE a new IPC.

5. Use IDCAMS to REPRO the current journal extract (which is actually the
previous journal) to the current (new) journal just created.

6. Run M2PCBRU RECOVER to rebuild the IPC to the level that should have been
the -1 level required.

At this point you have an IPC that is current to the -1 level of the IPC. You are
now ready to RECOVER the journal updates made since this level was backed up
to tape.

7. Use IDCAMS to DELETE the journal and DEFINE a new journal (again).

8. Run M2PCBRU ANALYZE to initialize the new journal.

9. Use IDCAMS REPRO journal from step 1 on the new journal just created with a
SKIP(2). This skips the control records in the journal and force the recover
procedure to use the new control record created in step 8. It also omits the Backup
Recovery Element (BRE) which tells M2PCBRU where the most recent IPC
backup is located.

10. Run M2PCBRU RECOVER and expect to see the following message:

ASMBR770 RECOVERY PROCEEDING WITH JOURNAL DATA ALONE

This indicates M2PCBRU did not find the BRE and causes M2PCBRU to simply
apply the updates contained in the journal to the current IPC.

When the job is completed, the IPC is recovered to the point of failure.
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13.5.3 Examples - M2PCBRU

Example 1: IPC Analysis with Threshold Changes

In this example, the user wants to determine whether the IPC or journal are becoming
fragmented, but is not yet ready to run the IPC backup. In this example, $CATID in
$OPTIONS specifies ASM2. The ddnames for the IPC and journal are ASM2IPC and
ASM2JNL, respectively. Since the ddnames do not appear in the JCL, CA-ASM2
constructs the fully qualified data set names using $VPREFIX from $OPTIONS, and
dynamically allocate the IPC and journal. If any of the threshold values are exceeded,
M2PCBRU issues messages suggesting reorganization and pass a job step return code
of 4. See IPC Analysis Output on page 13-36 for an example of the output produced
by this command.

//ANAYLZE EXEC PGM=M2PCBRU

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

//SYSIN DD �

ANALYZE CATID($OPT) -

 THRESHOLD -

 CA-SPLITS(4) -

 CI-SPLITS(12) -

 EXTENTS(13)

Example 2: IPC Backup

In this example, $CATID in $OPTIONS specifies ASM2 so M2PCBRU searches for
the DD statements ASM2IPC, ASM2JNL, and ASM2BKUP. Because no
THRESHOLD parameter was specified, the default threshold values apply.

//BACKUP EXEC PGM=M2PCBRU

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

 //ASM2IPC DD DSN=SYS2.PROD.ASM2IPC,DISP=OLD

 //ASM2JNL DD DSN=SYS2.PROD.ASM2JNL,DISP=OLD

//ASM2BKUP DD DSN=SYS2.PROD.ASM2IPC.BKUP(+1),DISP=(,CATLG,DELETE),

// UNIT=TAPE

//SYSIN DD �

BACKUP CATID($OPT)
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Example 3: IPC Backup with Threshold Changes

In this example, CATID(PC01) identifies the IPC to be backed up. The DD
statements PC01IPC, PC01JNL, and PC01BKUP are expected to be present. In this
example, the user wishes M2PCBRU to suggest IPC reorganization when the number
of CA splits reaches 4, the number of CI splits reaches 10, the number of extents
reaches 13, or the control record reaches 80 percent of its capacity (the default).
Notice the continuation of the control statement with the hyphen. See IPC Backup
Output on page 13-37 for an example of M2PCBRU output resulting from a BACKUP
command similar to this one.

//BACKUP EXEC PGM=M2PCBRU

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

 //PC�1IPC DD DSN=SYS2.PROD.PC�1IPC,DISP=OLD

 //PC�1JNL DD DSN=SYS2.PROD.PC�1JNL,DISP=OLD

//PC�1BKUP DD DSN=SYS2.PC�1IPC.BKUP(+1),DISP=(,CATLG,DELETE),

// UNIT=TAPE

//SYSIN DD �

BACKUP CATID(PC�1) -

 THRESHOLD -

 CA-SPLITS(4) -

 CI-SPLITS(1�) -

 EXTENTS(13)

Example 4: IPC Recovery

In this example, CATID(ASM2) identifies the IPC to be recovered. The DD
statements ASM2IPC, ASM2JNL, and ASM2BKUP are expected to be present. Prior
to running this recovery, the SYS2.PROD.ASM2IPC was deleted and redefined using
IDCAMS. The journal data set contains the name of the most recent IPC backup data
set, plus all of the update activity since the backup was made. The ASM2BKUP DD
specifies only UNIT=(TAPE,,DEFER) because M2PCBRU completes the data set
name and volume information from its journal. The backup is used to restore the IPC,
and the journal data set is used to bring the IPC up to date. Because no THRESHOLD
parameter was specified, the default threshold values apply. See IPC Recovery Output
on page 13-38 for an example of M2PCBRU output resulting from a RECOVER
command similar to this one.

//RECOVER EXEC PGM=M2PCBRU

 //STEPLIB DD DSN=SYS2.CAI.CAILIB,DISP=SHR

 //ISPMLIB DD DSN=SYS2.CAI.CAIISPM,DISP=SHR

//SYSPRINT DD SYSOUT=�

 //ASM2IPC DD DSN=SYS2.PROD.ASM2IPC,DISP=OLD

 //ASM2JNL DD DSN=SYS2.PROD.ASM2JNL,DISP=OLD

//ASM2BKUP DD UNIT=(TAPE,,DEFER)

//SYSIN DD �

RECOVER CATID(ASM2)
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 13.5.4 M2PCBRU Output

Example 1: IPC Analysis Output

In this example, the ANALYZE job step was used to analyze an IPC. The IPC and
journal were found to be within the threshold limits specified, so the ANALYZE
command passed back a return code of zero.

COMPUTER ASSOCIATES ASM2 IPC BACKUP/RECOVERY UTILITY PAGE 1

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YY 18:39:�7

ANALYZE CATID($OPT) - ���34���

 THRESHOLD - ���35���

 CA-SPLITS(4) - ���36���

 CI-SPLITS(12) - ���37���

 EXTENTS(13) ���38���

ASMBR15� - CATID(ASM2) IS IN EFFECT

ASMBR15� - CA-SPLITS(4) IS IN EFFECT

ASMBR15� - CI-SPLITS(12) IS IN EFFECT

ASMBR15� - EXTENTS(13) IS IN EFFECT

ASMBR15� - CONTROL-RECORD-PCT(8�) IS IN EFFECT

ASMBR�1� - ANALYZE COMPLETED, RETURN(�) REASON(�) INFO(�)

COMPUTER ASSOCIATES ASM2 IPC BACKUP/RECOVERY UTILITY PAGE 2

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YY 18:39:1�

1 ANALYZE COMMAND(S) PROCESSED
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Example 2: IPC Backup Output

In this example, a backup job step similar to the one shown in Example 3: IPC
Backup with Threshold Changes on page 13-35 was used to back up an IPC. In the
following example, the control record percentage threshold was reduced to an
unrealistically low value to illustrate the reorganization messages and the return code
4. The data set information detailed in the following message ASMBR310 is recorded
in the journal data set for recovery purposes.

COMPUTER ASSOCIATES ASM2 IPC BACKUP/RECOVERY UTILITY PAGE 1

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YY 18:39:15

BACKUP CATID($OPT) - ��35����

 THRESHOLD - ��36����

 CA-SPLITS(4) - ��37����

 CI-SPLITS(12) - ��38����

 EXTENTS(13) - ��391���

 CONTROL-RECORD-PCT(1) ��4�����

ASMBR15� - CATID(ASM2) IS IN EFFECT

ASMBR15� - CA-SPLITS(4) IS IN EFFECT

ASMBR15� - CI-SPLITS(12) IS IN EFFECT

ASMBR15� - EXTENTS(13) IS IN EFFECT

ASMBR15� - CONTROL-RECORD-PCT(1) IS IN EFFECT

ASMBR31� - IPC BACKUP: SYS2.PROD.ASM2BKUP ON 1�8199, UNIT TYPE IS 34��-6

ASMBR91� - CTL REC THRESHOLD IS 1%, USAGE IS 1% FOR SYS2.PROD.ASM2JNL

ASMBR91� - CTL REC THRESHOLD IS 1%, USAGE IS 5% FOR SYS2.PROD.ASM2IPC

ASMBR43� - REORGANIZATION OF IPC SUGGESTED

ASMBR�1� - BACKUP COMPLETED, RETURN(4) REASON(�) INFO(�)

COMPUTER ASSOCIATES ASM2 IPC BACKUP/RECOVERY UTILITY PAGE 2

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YY 18:41:14

1 BACKUP COMMAND(S) PROCESSED

23,5�3 IPC RECORDS BACKED UP
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Example 3: IPC Recovery Output

In this example, a recovery job step similar to the one shown in Example 4: IPC
Recovery on page 13-35 was used to recover an IPC. In the following example, the
control record percentage threshold was reduced to an unrealistically low value to
illustrate the reorganization messages and the return code 4. The data set information
detailed inthe following message ASMBR620 was extracted from the journal data set
and was used to complete the JFCB for the ASM2BKUP DD statement.

COMPUTER ASSOCIATES ASM2 IPC BACKUP/RECOVERY UTILITY PAGE 1

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YY 18:41:��

RECOVER CATID(ASM2) - �13�����

 THRESHOLD - �131����

 CA-SPLITS(4) - �132����

 CI-SPLITS(8) - �133����

 EXTENTS(13) - �134����

 CONTROL-RECORD-PCT(1) �135����

ASMBR15� - CATID(ASM2) IS IN EFFECT

ASMBR15� - CA-SPLITS(1) IS IN EFFECT

ASMBR15� - CI-SPLITS(1) IS IN EFFECT

ASMBR15� - EXTENTS(13) IS IN EFFECT

ASMBR15� - CONTROL-RECORD-PCT(1) IS IN EFFECT

ASMBR62� - IPC BACKUP: SYS2.PROD.ASM2BKUP ON 1�8199, UNIT TYPE IS 34��-6

ASMBR91� - CTL REC THRESHOLD IS 1%, USAGE IS 1% FOR SYS2.PROD.ASM2JNL

ASMBR91� - CTL REC THRESHOLD IS 1%, USAGE IS 5% FOR SYS2.PROD.ASM2IPC

ASMBR76� - REORGANIZATION OF IPC SUGGESTED

ASMBR�1� - RECOVER COMPLETED, RETURN(4) REASON(�) INFO(�)

COMPUTER ASSOCIATES ASM2 IPC BACKUP/RECOVERY UTILITY PAGE 2

CA-ASM2 VERSION 4.2 PROCESSING PARAMETERS AND CONTROL INPUT LISTING MM/DD/YY 18:45:23

1 RECOVER COMMAND(S) PROCESSED

23,5�3 IPC RECORDS RELOADED FROM BACKUP

267 IPC RECORDS ADDED DURING RECOVERY

139 IPC RECORDS UPDATED DURING RECOVERY

146 IPC RECORDS DELETED DURING RECOVERY
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13.5.5 IPC Reorganization (ASM2RORG)

When the IPC or journal becomes excessively fragmented, CA-ASM2 performance is
affected. In order to monitor this condition, M2PCBRU checks the number of control
area splits, the number of control interval splits, the number of extents, and the
percentage of the control record that is used. It compares these values to
user-controlled thresholds. If any of the thresholds have been reached, M2PCBRU
issues warning messages and pass back a step return code of 4.

 13.5.5.1 Journal

If the data set identified in the messages as having exceeded a threshold is the journal:

■ Run M2PCBRU to create a backup.

■ If the journal is filling up too frequently,

– Use IDCAMS to delete and redefine the journal with more space.

– Run M2PCBRU to backup the IPC again. This causes the journal to be
initialized and places IPC backup data set information in the new journal.

 13.5.5.2 IPC

If the data set identified in the messages as having exceeded a threshold is the IPC:

1. Use IDCAMS REPRO to make a backup copy of the IPC.

2. Use IDCAMS to delete the IPC and to redefine it with space parameters adjusted
according to the current size of the IPC. Do not delete the journal.

3. Use IDCAMS to REPRO the backup copy made in step 2 above into this newly
created IPC.

4. Run M2PCBRU with an ANALYZE command for that IPC.

Note:  The ASM2RORG procedure should be executed to reorganize the IPC when
the M2PCBRU utility program recommends reorganization or on a regular
preventive basis.
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 Chapter 14. Tape Management

CA-ASM2 tapes can be managed by these sources:

■ A preallocated CA-ASM2 tape pool

■ A commercially available tape management system such as CA-1 or
CA-Dynam/TLMS

■ A combination of both

To use a preallocated pool, you must inform the tape management system that the
designated tapes are not scratch tapes under its control.

The most basic decision to make regarding CA-ASM2 tapes is whether to keep the
tapes under control of your tape management system.

If CA-ASM2 tapes are controlled by a commercial tape management system, the
existing CA-ASM2 facilities provide the interface between CA-ASM2 and the tape
management system.

See the CA-ASM2 Planning Guide for details on interfaces to commercial tape
management systems.
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14.1 Operations Impact Considerations

CA-ASM2 stores archived/backed up data sets on tape as separate, standard label files.
A typical CA-ASM2 tape contains from several dozen to many hundred unique files.
This multifile approach makes interfacing with security systems more straightforward.
It also makes it possible to reload data from tape independently of CA-ASM2. To
ensure high performance, blocking factors are optimized on tape (32K). However,
reloaded data retains its original attributes, including block size.

CA-ASM2 logically moves data sets (if you do not select $PDM) so that your
information center can even restore ISAM data sets to different locations on different
device types in the future. This is crucial since you may not restore archived data sets
for a very long time.

In the IPC, CA-ASM2 creates an entry for a data set that points to its specific file
location on a single CA-ASM2 tape. Your information center may specify that data
sets exceeding a given size should be split across tapes.

The CA-ASM2 retrieval operation is rapid and not wasteful of computing resources.
Searching for a data set does not require reading other data sets on tape. It also
presorts multiple reload requests so that all requests are processed in the order of
occurrence on tape.

 14.1.1 Integrity

To protect against tape breakage or loss, CA-ASM2 can ensure that newly
created/modified archive tapes are duplexed to a new duplicate tape, if desired.

The duplexing facility purposely moves the tape volume to be copied to a different
tape drive before copying it. This allows immediate recognition of an otherwise very
subtle problem, skewed read/write heads that may make it impossible to read tape data
on a drive other than the one on which the data was originally written.

 14.1.2 Conservation

CA-ASM2 helps to conserve tapes in two ways:

■ It fills each tape volume. There is no need to mount a new reel for each DASD
volume or even each run.

■ Forward Merge can consolidate tapes that have expired data sets, copying the
unexpired data sets from several tapes onto a new tape, then releasing the old
tapes.
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14.2 Archive and Backup Tape Retention Periods

The two classes of archive tapes in CA-ASM2 are permanent and nonpermanent. The
distinction allows you to segregate archived data sets with a relatively long retention
period onto separate permanent tapes. You can then scratch nonpermanent archive
tapes within a relatively short period of time.

A tape qualifies for scratching when the retention period of all data sets contained on
the tape has expired, or if those that have not expired belong to previously restored or
deleted from archives data sets. Notice that relatively long is defined by your
information center.

Note:  When the $MISCOPT field of $OPTIONS is set to X'01', data sets that have
been reloaded are flagged as logically deleted.

You can display the retention status of all archived data sets by using the $RSVP
command. $AI and $BI commands display the retention status of data sets belonging
to a specific index. The actual use of the information (such as deciding whether to
scratch an archive tape) is totally within the discretion of your information center.

14.2.1 Establishing Retention Periods for Archived/Backed Up Data
Sets

Your data center established default retention values in $OPTIONS for the following
variables when CA-ASM2 was installed. Your information center can change these
values at any time. The following values are used for illustrative purposes only.

$SYSTIME 730 days (2 years) Default for system-initiated archive runs

$USRTIME 547 days (1.5 years) Default for explicitly requested runs to nonpermanent tapes

$ULMTIME 1095 days (3 years) Maximum retention period on nonpermanent tapes

$PRMTIME 1825 days (5 years) Default for explicitly requested archive runs to permanent tapes

$PLMTIME 3650 days (10 years) Maximum retention period on permanent tapes

$BKUTIME 90 days Default and maximum for backup tapes

$DFGTIME 30 days Default retention period for volume backup tapes

In system-initiated archive runs, the $DASDMNT program assigns a retention period
to a data set based on the value of $SYSTIME. You can override this on a run basis
by the SYSIN parameter $SYSTIME. If you specify $SYSBKUP, the default retention
period for the associated system-initiated run is based on the value of $BKUTIME.

In backup runs, CA-ASM2 honors the user-requested retention period unless it exceeds
$BKUTIME. If it does or no specific period is requested, CA-ASM2 uses the value of
$BKUTIME. Therefore, this retention period is always less than or equal to
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$BKUTIME. $DFGTIME specifies the retention period for full-volume ($DEFRAG)
backup tapes.

If the user issues the $AR command without requesting a specific retention period,
CA-ASM2 uses $USRTIME unless PERM was specified, in which case CA-ASM2
uses the value of $PRMTIME. CA-ASM2 honors user requests for specific retention
periods unless they exceed $ULMTIME or $PLMTIME. If they do or if the user has
simply requested maximum retention period, RETPD(9999), CA-ASM2 uses the value
of $ULMTIME or $PLMTIME as appropriate. The CA-ASM2 choice of $ULMTIME
or $PLMTIME is based solely on the presence or absence of the PERM keyword.

If the retention period of a data set exceeds $ULMTIME, ASM2EXPA forces it to a
permanent tape. Otherwise, CA-ASM2 uses a nonpermanent tape. Therefore, it is
possible that a user who specifies PERM and a specific retention period less than
$ULMTIME is forced to a nonpermanent tape.

Four fields in $OPTIONS can affect retention. $AMAXVER, $BMAXVER,
$AMINVER, and $BMINVER specify the maximum and minimum number of archive
and backup versions that CA-ASM2 keeps for each data set. When a version is
created that causes the total number of versions of that data set to go over the
maximum limit (set by $AMAXVER or $BMAXVER), CA-ASM2 automatically
marks the oldest version of that data set as logically deleted, even if the expiration
data has not passed yet. When a data set that has expired is equal to or less than the
minimum number required (set by $AMINVER or $BMINVER), CA-ASM2 does not
mark it as logically deleted. CA-ASM2 keeps unload versions in this status until new
versions cause them to become candidates for logical deletion again, or until they are
explicitly purged. You can use CA-RSVP to select very old entries and generate $DA
and $DB commands. For more information, see IPC Maintenance Processing on
page 13-13.

Group data on tapes by expected longevity so that all data on a tape expires at about
the same time. Well-considered retention period specifications ensure a stable number
of CA-ASM2 tapes. In case of serious miscalculation, you can reset retention periods
in the future and, if necessary, consolidate tapes by Forward Merge processing.
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14.3 CA-ASM2 Tape Pool

The primary value of the tape pool is that it ensures segregation of CA-ASM2 tapes
from other library tapes. It is especially useful in the absence of a commercial tape
management system to protect CA-ASM2 tapes from use by other jobs.

CA-ASM2 uses two methods of tape handling: tapes can be selected from either a
preallocated tape pool or a scratch pool. The $TAPPOOL option setting in $OPTIONS
determines which method CA-ASM2 uses.

With the $TAPPOOL option, CA-ASM2 automatically controls tape usage and cycling
of tapes from the tape pool. Any tape mounts are made as specific requests. It is the
information center's responsibility to select the tapes initially for inclusion in the
CA-ASM2 tape pool, and to add more tapes to the pool later as needed. The
CA-ASM2 tape pool is a predefined data set into which you must edit appropriate tape
volsers. The volsers of the tapes to be used are identified to CA-ASM2 in three data
sets:

ARCH.$TAPPOOL Archive master tapes
ARCH.$DUPPOOL Archive duplicate tapes
BKUP.$TAPPOOL Backup master and duplicate tapes

Volsers are first entered by your information center and controlled by CA-ASM2 from
then on. CA-ASM2 allocates new tapes from the pool, returns scratched tapes to the
pool, and notifies your information center when the tape pool needs more tapes.

There are six states possible for tapes controlled by CA-ASM2:

 FREE
 ARCH
 BKUP
 COPY
 REUS
 IOER

Initially, a tape is free (FREE). Eventually it is owned by the archives (ARCH),
backup (BKUP) or tape copying (COPY) functions of CA-ASM2. When a duplicate
tape is recycled by automatic CA-ASM2 tape management facilities, CA-ASM2
changes its entry to FREE or REUS as appropriate. For purposes of selecting a new
tape from the pool, CA-ASM2 treats FREE and REUS tapes as equally usable.
Backed-up data sets never reside on the same tapes as archived data sets.

If your information center does not select the $TAPPOOL option, CA-ASM2 satisfies
new tape requests from your information center's scratch pool. In this case, it accepts
any expired standard label tape mounted.
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Format of $TAPPOOL Data Sets:

RECFM=F, LRECL=80, BLKSIZE=80

Record Layout:

Format of $DUPPOOL Data Sets:

RECFM=F, LRECL=80, BLKSIZE=80

Record Layout:

Column 1-4 State [FREE, ARCH, BKUP, REUS, IOER]
Column 5 C'-'
Column 6-11 VOLSER
Column 12 Blank
Column 13-17 Julian date tape status updated by CA-ASM2
Column 18-72 Blank
Column 73-78
Column 79-80 Blank

Column 1-4  State [FREE, COPY, REUS, IOER]
Column 5 C'-'
Column 6-11 VOLSER
Column 12 Blank
Column 13-17 Julian date tape status updated by CA-ASM2
Column 18 Blank
Column 19-24 If state is COPY, VOLSER of the archive master tape
Column 25-72 Blank
Column 73-78
Column 79-80 Blank
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14.3.1 Updating the Tape Pool

CA-ASM2 updates the tape pool in the following instances:

1. An archive or backup run needs a new tape because a $NEWTAPE parameter is
entered, it is system initialization, or physical/logical end-of-tape was encountered.

2. $COPYTP needs a tape on which to duplicate an archive or backup volume. (See
Tape Duplexing Utility - $COPYTP on page 14-9 for more information on
$COPYTP.)

3. $MAINT (see 13-12) needs to alter the status of a tape to FREE for all tapes that
were freed due to $PURGETP or expired retention periods.

4. ASM2FMRG needs a new tape on which to consolidate useful data.

ASM2SYSA/EXPA selects the first free tape from the ARCH.$TAPPOOL data set and
marks it ARCH. ASM2EXPB/ASM2SYSB selects the first tape from the
BKUP.$TAPPOOL data set and marks it BKUP.

$COPYTP selects the first free tape from the ARCH.$DUPPOOL data set when
duplicating archive tapes and from the BKUP.$TAPPOOL data set when duplicating
backup tapes. It marks the entry COPY.

ASM2FMRG selects the first free tape from either ARCH.$TAPPOOL or
BKUP.$TAPPOOL and marks the entry appropriately as ARCH or BKUP.

Any of the above programs (except $MAINT) may also mark a tape pool entry for a
tape with an unrecoverable I/O error as IOER.

When a tape pool data set has no free entries left, the run that needs a new tape
terminates with an 8XX code (800, 813, 814) and issue a message that more tapes are
needed. Your response is simply to add FREE entries to the appropriate tape pool data
set.

 14.3.2 Reconstructing Tapes

If an archive tape is physically damaged, the steps CA-ASM2 takes depends on
whether archive/backup tapes are exact, mirror-image duplicates of the original:

■ If you specified the $DUPESER parameter in the TPBKUP70 step of the
ASM2SYSA or ASM2EXPA procedure:

1. Retrieve backup from its off-site location.

2. Change external label to match the VOLSER of the original archive tape.

3. Create a backup of this tape to be stored at the off-site location.
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■ If the $KEEPSER parameter was input to $COPYTP in the TPBKUP70 step of
the ASM2SYSA or ASM2EXPA procedure:

1. Retrieve backup from its off-site location.

2. Create a backup of this tape to be stored at the off-site location.

3. Update the IPC using the $CHNGSER parameter so that all data sets on the
damaged tape point to the VOLSER of the new archive tape.

An even better method is to label a new tape to that of the original archive tape, then
run the $COPYTP procedure with the duplicate copy as input and the new tape as
output, and use the $KEEPSER option. This method does not require use of
$CHNGSER or any other changes to the IPC.

 14.3.3 LOXXX File

The UNLOAD30 and TPBKUP70 steps of all archive and backup jobs use a //LOXXX
DD statement to reference the CA-ASM2 tape currently in use. The format of the
LOXXX file is:

 nnn VVVVVVvvvvvv...,

where:

Column 1-3, nnn, is the file sequence number. This number may be in packed or
zoned decimal format. Numbers in zoned decimal format are automatically converted
to packed decimal format.

Column 4-6 are blank.

Column 7 is blank or contains an *. * indicates the current VOLSER has already been
duplexed along with the rest of the tape VOLSERs.

Column 8-13, VVVVVV is the volser of the current tape.

Column 14-80, vvvvvv is the volser of the other tapes to be duplexed.

The LRECL of the LOXXX file may be expanded up to 256 bytes.

The LOXXX file indicates the next file sequence number to be used on the first tape.
All other tape volsers are passed to the $COPYTP (TPBKUP70) step of
archive/backup jobs for duplexing. Backup jobs retain only the current tape in LOXXX
if $BNOCPY of $OPTIONS is set to X'01'. To initialize LOXXX, set it to 001
SCRTCH or use $FORMAT to initialize it. If $FORMAT is used, the file sequence
number is in packed format. If the file sequence number is in character format, a
subsequent unload changes it dynamically to a packed format.
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14.4 Tape Duplexing Utility - $COPYTP

$COPYTP is a tape copy utility that creates copies of CA-ASM2 archive and backup
tapes. These tapes provide backup in case a tape is lost or becomes unreadable.

$COPYTP uses either Bypass-Label Processing (BLP) or Standard Label (SL)
processing. BLP is more flexible. You can, for example, use it to determine the
contents of any standard-label input tape without knowing either the tape VOLSER or
the name of the first data set. If SL processing is demanded for security reasons, you
must, of course, sacrifice this flexibility. SL processing, in general, requires that tape
OPEN processing know not only the input VOLSER, but also the
pseudo-data-set-name (CA-ASM2 tape label) on the first input file. Since all
CA-ASM2 procedures specify SL processing, the rest of this discussion assumes it.

$COPYTP operates in either of two modes: ASM2 mode or independent mode.
$COPYTP executes in ASM2 mode in the TPBKUP70 step of an archive or backup
procedure; the execute statement includes the parameter ASM2. Independent mode is
basically a stand-alone use of $COPYTP. $COPYTP is invoked in independent mode
by the ASM2CPYT procedure. $COPYTP operations differ substantially between the
two modes.

For either mode, the $NOTPOOL parameter deactivates the selection of the duplex
output tape from the tape pool. Otherwise, the X'01 setting in the $TAPPOOL field of
$OPTIONS determines use of the tape pool.

In addition to creating duplex tapes, $COPYTP interfaces to $DEFSCR to perform
deferred scratches for archived data sets. Deferred scratch processing requires access to
the catalog record for selected fields to validate the scratch requests. CA-ASM2
examines catalog entries for each data set to determine if deferred scratch processing is
appropriate.

When duplexing $DEFRAG full-volume dump tapes, do not have the tape exit
$NTEXIT put the original VOLSER as part of the file-1 data set name on the duplex
tape. $DEFRAG restore does not allow for this. It assumes that all input tapes have the
same file-1 data set name.

CA-ASM2 writes a 37-foot interrecord gap on the front of an archive or backup tape.
Since it does not copy this gap to a duplex tape, the likelihood of a duplex tape that is
too short is practically zero.

$COPYTP always makes an exact, mirror-image copy of the original tape unless
directed otherwise by a JCL override. A mirror-image means that if the input tape is
compacted, the output tape is also compacted, and conversely, if the input is
uncompacted then the output is uncompacted. You can copy freely between compacted
and uncompacted tape volumes, but to do so requires you to explicitly code your
intentions in the JCL as DCB=TRTCH=COMP or DCB=TRTCH=NOCOMP.
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In systems that do not have 3480 IDRC (Improved Data Recording Compatibility)
support installed, DCB=TRTCH=COMP or DCB=TRTCH=NOCOMP produces a JCL
error. For systems that have IDRC support installed, DCB=TRTCH=COMP or
DCB=TRTCH=NOCOMP do not produce a JCL error even when specified with
devices that do not support IDRC. The following describes what happens with various
combinations of input and output devices:

■ Non-IDRC Output Devices - $COPYTP allows copying from compacted to
uncompacted volumes. However, if the input (IDRC or not) tape volume is full,
$COPYTP does not finish the operation because of capacity limitations; the tape
duplication fails.

■ IDRC Output Devices -

1. The SYS1.PARMLIB member DEVSUPxx specifies COMP=NO to indicate
compaction is not allowed. $COPYTP displays this message at the beginning
of the run: $OPTIONS FORCES 348�X NO COMPACTION. If the input tape does
not contain any compacted files, all files on the output tape are written in
uncompacted format. If the input tape has a compacted file, the run proceeds
until the compacted file is encountered. $COPYTP then issues the following
message and terminates with a return code of 16: $OPTIONS FORCES STOP OF

RUN -- COMPACTED INPUT FILE BUT $OPTIONS SAYS NO COMPACTION.

2. The SYS1.PARMLIB member DEVSUPXX specifies COMP=YES to indicate
compaction is allowed. If JCL override DCB=TRTCH=COMP is specified, all
files on the output tape are written in compacted format. If
DCB=TRTCH=NOCOMP is specified, all files on the output tape are written
in uncompacted format. At the beginning of the run, $COPYTP issues the
following message: 348�X COMPACTION JCL OVERRIDE = ON/OFF.

When no JCL override is specified, the following operations result. For an
IDRC capable input device, the input format determines the output format.
$COPYTP examines each file for compaction and writes the corresponding
output file in the same format. For a non-IDRC capable input device,
$COPYTP writes all output in uncompacted format. The following message is
issued at the beginning of the run: NO 348�X COMPACTION OVERRIDE IN JCL.
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 14.4.1 ASM2 Mode

In ASM2 mode, $COPYTP references the LOXXX file to determine the tapes to
duplex and activates CA-ASM2 tape pool processing, logging, and the interface to the
user exit $NTEXIT. The DD statement ASM2IPC is an option for accessing the IPC
by Deferred Scratch processing, one of the functions of the TPBKUP70 step in archive
jobs. Without the ASMIPC DD statement, $OPTIONS is the means for IPC access.
(See Deferred Scratch on page 4-10 for more information.)

Each CA-ASM2 tape has a dummy first file. The data set name is determined by the
user exit $NTEXIT. $NTEXIT provides a standard data set name for each CA-ASM2
tape classification (archive, archive dupe, backup, backup dupe, defrag, and defrag
dupe).

14.4.1.1 Tape Duplexing in ASM2 Mode

When $COPYTP duplexes a tape in ASM2 Mode, $NTEXIT provides $COPYTP
(before duplexing the tape) with the correct data set names of the first files of both the
input and output tapes. The exception to this occurs when a volume is dumped to a
backup tape by $DEFRAG in ASM2 mode, and the EXEC statement that invokes
$DEFRAG includes the parameter CATALOG. In such a case, the invoking JCL
supplies the file-1 data set name. Trying to duplex the tape with $NTEXIT's default
naming conventions causes the duplex job to abend. So, to duplex a tape made this
way, you must run $COPYTP in independent mode. For more information on
$NTEXIT, see the CA-ASM2 Planning Guide.

Note:  During ASM2 mode, processing stops so that deferred scratch processing is
only performed after duplexing is completely done.

14.4.1.2 DSA to Tape Copy Duplexing

$COPYTP is designed to execute without SYSIN parameters. This includes duplexing
of archive and backup tapes copied from the DSA. ASM2 mode processing is
performed based on $COPYTP detecting the presence of an LOXXX DD statement.
$COPYTP determines whether an archive, backup, or full-volume backup run is being
made by the next to the last qualifier of the data set allocated to the LOXXX DD
statement (ARCH, BKUP, or DEFRAG). $COPYTP also detects whether the run is a
disk-to-tape or a Disk Staging Area-to-tape copy run from the format of the last
qualifier of the data set allocated to the LOXXX DD statement.

The format of the last LOXXX qualifier is LOxxxrr for disk-to-tape and LODxxxrr for
Disk Staging Area-to-tape. xxx is USR for explicit archive or backup runs, PERM for
permanent archive runs, and SYS for system-initiated archive or backup runs. rr is a
one or two character run ID, which allows multiple concurrent runs of each type to be
made.

Chapter 14. Tape Management 14-11



14.4 Tape Duplexing Utility - $COPYTP

 14.4.2 Independent Mode

In independent mode, you must alter the INTAPE and OUTAPE DD statements to
request a duplexing of a particular tape. In this mode, $COPYTP does not activate
logging functions or use the tape pool. The ASM2CPYT procedure invokes
$COPYTP in independent mode. You must supply the correct file-1 tape label with the
DSN parameter in the INTAPE DD statement. Also, replace the DSN parameter value,
INTAPE, with a name that matches that in the first file of the input tape. CA-ASM2
knows $COPYTP is creating the copy in independent mode because the data set name
is not INTAPE. Likewise, if $COPYTP is copying the input tape (not just listing it -
see the SYSIN parameter $ONLYLIST on page 14-16), you must supply the correct
name for the output tape as well, replacing the DSN parameter value OUTAPE in the
OUTAPE DD statement.

Note:  Independent mode should use BLP tape label processing to ensure that all
HDR/TRL label information (BLKSIZE, LRECL, RECFM) is copied correctly
for the first file on the tape. If you do not supply this information in your JCL
and use SL processing, the label information is not set properly for file 1 of
the output/copy volume.
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14.4.3 Job Control Statements

This is sample JCL for $COPYTP in ASM2 mode.

//NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

/�JOBPARM F=STD,L=99

//������������������������������������������������������������

//TPBKUP7� PROC RUNID=,

// IDX='dsname.prefix'

//�

//�������������������������������������������������������������

//� �

//� CA-ASM2 VERSION 4.2 �

//� �

//�������������������������������������������������������������

//�

//TPBKUP7� EXEC PGM=$COPYTP

//�

//ARCLOG DD DSN=&IDX..ARCH.ARCLOG,

// DISP=(SHR,KEEP)

//LOXXX DD DSN=&IDX..ARCH.LOUSER&RUNID,

// DISP=OLD

//PRINT DD SYSOUT=�,

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8�)

//ERRPRINT DD SYSOUT=�,

// DCB=(RECFM=FA,BLKSIZE=133)

//SYSPRINT DD SYSOUT=�,

// DCB=(RECFM=FA,BLKSIZE=133)

//SYSUDUMP DD SYSOUT=�

//ABNLDUMP DD DUMMY

//INTAPE DD DSN=INTAPE,

// DISP=SHR,

// VOL=SER=VEXA&RUNID,

// LABEL=(1,SL),UNIT=(TAPE,,DEFER)

//OUTAPE DD DISP=(NEW,KEEP),

// UNIT=(TAPE,,DEFER),

// LABEL=(1,SL)

//TAPEPOOL DD DSN=&IDX..ARCH.$DUPPOOL,

// DISP=SHR

//$CATALOG DD DCB=&IDX..ARCH.INCMODEL,

// DISP=(NEW,DELETE,DELETE),

// SPACE=(TRK,(1�,1�)),UNIT=SYSDA

 //ISPMLIB DD DISP=SHR,DSN=&IDX..CAIISPM

 // PEND

 //TPBKUP7� EXEC TPBKUP7�,IDX=xxxxxx,RUNID=xx

where:

TPBKUP70 Is the execute statement for $COPYTP in ASM2 mode.

Note:  See the backup and archive procedures in CA-ASM2 proclib for further
information on how CA-ASM2 uses this step. It is normally included as part of
another job to duplex tapes and the dsnames change depending on the type of
run.
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This is sample JCL for $COPYTP in independent mode.

//NAME�13 JOB (user information),

 // MSGCLASS=X,MSGLEVEL=(1,1),CLASS=A,REGION=2�48K

/�JOBPARM F=STD,L=99

//������������������������������������������������������������

//ASM2CPYT PROC VOL=,

// IDX='dsname.prefix'

//������������������������������������������������������������

//� �

//� CA-ASM2 VERSION 4.2 �

//� �

//������������������������������������������������������������

//������������������������������������������������������������

//� �

//� INDEPENDENT CA-ASM2 TAPE COPY UTILITY �

//� �

//������������������������������������������������������������

//ASM2CPYT EXEC PGM=$COPYTP

//PRINT DD SYSOUT=�,

// DCB=(RECFM=FB,LRECL=8�,BLKSIZE=8�)

//ERRPRINT DD SYSOUT=�,

// DCB=(RECFM=FA,BLKSIZE=133)

//SYSPRINT DD SYSOUT=�,

// DCB=(RECFM=FA,BLKSIZE=133)

//SYSUDUMP DD SYSOUT=�

//ABNLDUMP DD DUMMY

//INTAPE DD DSN=INTAPE,

// DISP=SHR,

// VOL=SER=&VOL,

// LABEL=(1,SL),UNIT=(TAPE,,DEFER)

//OUTAPE DD DISP=(NEW,KEEP),

// UNIT=(TAPE,,DEFER),

// LABEL=(1,SL)

 //ISPMLIB DD DISP=SHR,DSN=&IDX..CAIISPM

 // PEND

//ASM2CPYT EXEC ASM2CPYT,VOL=xxxxxx

where:

ASM2CPYT Is the execute statement for $COPYTYP in independent mode.

 DD Statements

LOXXX/LODXXX Defines a tape control file. In ASM2 mode, $COPYTP reads
the LOXXX file to determine which tapes were written to by
$DASDMNT and require duplexing. The LOXXX file is not
processed for independent mode processing. For each tape
successfully processed, CA-ASM2 clears its entry in the
LOXXX file record.

INTAPE Defines the input volume to copy. If $COPYTP is being run
in independent mode, this should fully describe the input
volser and data set. In ASM2 mode, $COPYTP modifies the
JFCB with the proper CA-ASM2 tape information.
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OUTAPE Defines the output tape. If $COPYTP is being run in
independent mode and is copying the input tape, you must
supply the correct name for the output tape, replacing the DSN
parameter value OUTAPE.

 Control Statements: 

$COPYTP is tailored using SYSIN parameters. Enter each parameter in a separate
input statement. Keywords must begin in column one. Valid keywords all begin with a
$ sign and comments begin with an asterisk (*). Invalid keywords terminate the run.

Note:  In the absence of SYSIN, the following options are assumed to be effective:
$COPY, $KEEPSER, $LIST.

Keyword Description

$ASM2TAP Meaningful only when $COPYTP is run in independent versus
ASM2 mode. Its presence indicates that the input tape is a
CA-ASM2 tape. Logging functions, tape pool usage, and so
on, operate exactly as in ASM2 mode. An execution parameter
of BKUP, ARCH, or DFRG is needed on a $COPYTP run in
independent mode when the $ASM2TAP parameter is
specified. DD statements are also needed for the LOXXX and
tape pool data sets.

$COPY Specifies that input tape(s) be copied. $COPY is the default.

$DEFRSCR This parameter can be specified in any $COPYTP run, but it
only affects ASM2 mode archive runs copying unloads to tape
from the Disk Staging Area. Deferred scratch processing is
turned on in these runs if:

■ The $DEFRSCR SYSIN parameter is specified, and

■ Deferred scratch is selected in $OPTIONS (X'08' bit of
$MISCOPT), and

■ Duplexing of archive tapes is not suppressed in
$OPTIONS (X'02' bit of $ANOCPY).

For deferred scratch processing to be done by $COPYTP for
archives to the DSA, the $DEFRSCR parameter must also be
specified in the UNLOAD30 step.

$DUPESER Specifies that tape copies be true mirror images (meaning even
the input tape VOLSERs should be written to corresponding
output tapes). This option is valid only if BLP processing is
used.

$FILELMT Specifies that only files whose sequence number does not
exceed NNNN be copied. NNNN represents a four digit value
entered in columns 10-13 of the input statement (for example,
$FILELMT=0250). If not specified, the number of files is
unrestricted.
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$KEEPSER Specifies that although all output tape data matches its
corresponding input tape, original output tape VOLSERs are
preserved. This option is valid for both BLP and SL
processing.

$LIST Specifies that CA-ASM2 identify the data it is copying by
printing HDR1, HDR2, EOF1, EOF2, and so on, records as
they are processed.

$NDSNCHK Specifies that checking of input tapes for the unique DSN that
identifies CA-ASM2 tapes is to be bypassed. This feature can
be useful when multiple-volume tapes created by $DEFRAG
in ASM2,CATALOG mode are being duplexed.

$NOCOPY Specifies that no output tapes be created.

$NOLST Specifies that the LIST function is inoperative.

$NOTPOOL Specifies deactivation of the tape pool for the duration of the
run. This option is meaningful in situations in which
CA-ASM2 recognizes that it is copying a CA-ASM2 tape.
Output tape selection is simply whatever VOLSER is
referenced by the OUTAPE DD statement for the first tape
and SCRATCH volumes for subsequent tapes.

$NVOLCHK Specifies that CA-ASM2 must not validate the labels of output
tapes to ensure a suitable volume is mounted. Not to be used
routinely; however, a very useful option in tape reconstruction
mode.

$ONLYLST Specifies that the $COPY function is inoperative. This
keyword is useful for mapping a tape volume without creating
a copy.

$PROTECT Specifies that certain data protection attributes be established
on the output tape(s).

If $PROTECT is not specified, the password protection
attributes of output tape(s) are identical to their input tape(s).

If $PROTECT=NO is specified, all data sets on the output
tape(s) are unprotected.

If $PROTECT=YES is specified, unprotected input data sets
become write-protected output data sets. Read-protected input
data sets become read- and write-protected output data sets.
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14.4.4 Listing Contents of Tapes Without Copying

$COPYTP has a very useful feature allowing it to list the contents of tapes without
copying the tapes. The procedure used to list a tape without copying it is the
ASM2LSTT List Tape Contents procedure. You are able to list the contents of a tape
with JCL such as the following:

//jobname JOB - - -

//ASM2LSTT EXEC ASM2LSTT,VOL=volser,INUNIT=unitname

//

If the CA-ASM2 procedures are in a data set within the SYS1.PROCLIB
concatenation, then an operator is able to issue S ASM2LSTT and mount a tape on the
drive allocated to VOL=SER=LSTTAP. LSTTAP is the default volser coded into the
ASM2LSTT procedure, with BLP processing also the default. The default for unitname
is TAPE.

14.4.5 Common Questions Regarding $COPYTP

Does $COPYTP use nonlabeled tapes as output?

Nonlabeled tapes are unacceptable to CA-ASM2 because they can neither be
identified nor validated with the same confidence afforded by use of standard
label tapes.

Does $COPYTP use output tapes selected by our information center's tape
management system?

Yes. The inclusion or exclusion of $COPYTP's duplicate tapes from a general
tape management system is an information center choice.

Which tapes are copied in a typical archive run?

Any newly created or modified CA-ASM2 master tape for which a totally
current copy does not yet exist.

How does $COPYTP react to a permanent I/O error on an input tape?

It records the location of the error and continues to copy the remaining data on
the tape rather than expose the remaining data on the tape to not being duplexed.

What happens in BLP processing mode if the operator mounts the wrong
volume?

On input tapes, $COPYTP demounts the volume and reissue the mount for the
correct volume.

Chapter 14. Tape Management 14-17



14.4 Tape Duplexing Utility - $COPYTP

On nonscratch output volumes, the same action occurs. If scratch volumes are
used in lieu of a preallocated tape pool, then the tape is accepted as long as it is
neither password-protected nor expiration-date protected.

CA-ASM2 informs the operator if the wrong input or output tape is mounted and
waits for a response. A response of Y, U, or M causes CA-ASM2 to reissue the
mount request. A response of N from the operator causes CA-ASM2 to treat the
tape as LOST. For output tapes, CA-ASM2 logs the loss of the tape and marks
the tape reel's entry in the tape pool as lost.

What happens if an output tape is physically shorter than its corresponding input
tape?

$COPYTP copies what it can to the short output tape then logs its failure to
copy all of the input tape. The input tape remains queued for recopying during
the next archive/backup run. CA-ASM2 writes three 12-foot interrecord gaps on
the first file of all CA-ASM2 master tapes forming a header. This header is not
copied to the output tape. See the $ASM2F2 field of $OPTIONS for more
information. The following message is received:

REFLECTOR SPOT SENSED

and a return code of 16 is received.

What indicates that a $COPYTP step has been successful?

CA-ASM2 issues a zero return code only if $COPYTP is completely successful.
An invalid input statement or any incomplete or ineffective operations causes a
return code of 16 and a WTO of the form JOB ARCHIVE RETURN CODE OF
16 IN TAPE DUPLEXING STEP.

What happens when there are no tapes left in the tape pool?

You must add more. When $COPYTP encounters this situation, it issues a
warning message, aborts with a return code of 16, and retains uncopied tapes in
its queue. Scratch tapes are not used as an interim medium.

Is there an automated procedure for reducing the number of duplicate tapes used
by $COPYTP?

Yes. $COPYTP automatically recycles duplicate tapes to ensure that the
information center-specified limit of copies of a given master is not exceeded.
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 14.5 $FORMAT Utility

During installation, the $FORMAT utility preformats the following CA-ASM2 DASD
data sets.

DDNAME Archive Data Set Backup Data Set Notes

$LOG ARCH.ARCLOG BKUP.ARCLOG A,D,I

 ARCHBKLG ARCH.$ARQUEUE BKUP.$RAQUEUE C,G,J,F

 $ASM2INC BKUP.DEFRAG.INCR B,C,K

 $RXQUEUE ARCH.$RAQUEUE ............. C,G,H

 USERDD For installation's A,C,E

 optional use

 LOxxx ARCH.LOUSERxx BKUP.LOUSERxx D,L,M

 ARCH.LOPERMxx BKUP.LOSYSxxx

 ARCH.LOSYSxx BKUP.DEFRAG.LOUSERxx

For every run, the JCL must include a SYSPRINT DD statement. You may specify
BLKSIZE on the statement, but $FORMAT forces LRECL=125 and RECFM=VBA.

$FORMAT formats each of the CA-ASM2 data sets according to internal
requirements.

The Controlled Scratch component also has a preformatted data set,
CAI.ASM2.ARCH.PROTECT which is formatted by the utility program ASM2PUUL
during installation. The procedures ASM2PUUL and ASM2PCUL are provided in
CAI.CAIPROC to perform updates to the protect file after installation. These
procedures are described in the CA-ASM2 System Reference Guide.

Notes:

A. You can specify BLKSIZE for this file in the JCL. If not specified, it defaults to
single blocking. If the block size is not a multiple of LRECL, it reduces to the
next lower multiple.

B. LRECL is fixed at 200 for Version 4.2.

C. The first extent only is formatted with as many records as can fit.

D. One formatted record only is written.

E. You may specify LRECL.
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F. If you need to expand the Queue Manager files, ARCH.$ARQUEUE and
ARCH.$RAQUEUE, or just want to know their format, read the appendix on
"Expanding the Queue Manager Files."

G. For the Queue Manager files, the LRECL must be a multiple of 256, and the
BLKSIZE must be a multiple of the LRECL. The $FORMAT default for LRECL
is 256; and for BLKSIZE 256.

H. You must have the BLKSIZE=LRECL. If not, $FORMAT changes the BLKSIZE
to equal the LRECL.

I. RECFM=F,LRECL=144,BLKSIZE=144,DSORG=PS, Must be contiguous.

RECFM=F,LRECL=256,BLKSIZE=256,DSORG=PS, Must be contiguous.

K. RECFM=FBS,LRECL=200,BLKSIZE=200,DSORG=PS, Must be contiguous.

L. LRECL and BLOCKSIZE the same, up to 256 bytes. Only the first record is
used.

M. xx, if present, specifies an optional RUNID.

$FORMAT Sample JCL

// EXEC PGM=$FORMAT

 //STEPLIB DD ...

//SYSPRINT DD SYSOUT=A

//$ASM2INC DD DISP=OLD,DSN=BKUP.DEFRAG.INCR

//$LOG DD DISP=OLD,DSN=ARCH.ARCLOG

//ARCHBKLG DD DISP=OLD,DSN=ARCH.$ARQUEUE

//$RXQUEUE DD DISP=OLD,DSN=ARCH.$RAQUEUE

//LOXXX DD DISP=OLD,DSN=ARCH.LOUSER

 Caution 

All files whose ddname is recognized are formatted. For a selective formatting,
remove or comment out unwanted DD statements.

Expanding CA-ASM2 Data Sets

From time to time it may be necessary to make more space available to the data sets.
Simply increase the space in the appropriate JCL. Catalogs with C above must be
rebuilt as follows:

1. Choose a time when the data set is empty.

2. Scratch the data set.

3. Run $FORMAT with the DD statement for that data set only, allocating the total
number of blocks required in the JCL.

4. Recatalog the data set if necessary.
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14.6 Tape Consolidation - Forward Merge

Forward Merge is a process that consolidates archived data sets. Data sets on existing
tapes are consolidated on a new tape and logically deleted data sets encountered on the
tape are dropped. Through the use of Forward Merge, your information center can
consolidate useful data and reclaim dead space on tape.

Tapes that are candidates for forward merging are identified by the catalog
maintenance program $MAINT by the keyword TAPEUTIL-PCT. See IPC
Maintenance Utility - $MAINT on page 13-12 for more information. The control
input generated by $MAINT can be taken directly into the forward merge process.

The CA-ASM2 data set retention methodology minimizes the need to forward merge
tapes. A frequent need to forward merge indicates a possible CA-ASM2
implementation conflict.

 14.6.1 Processing

The Forward Merge procedure ASM2FMRG, which is placed in your procedure library
during the installation of CA-ASM2, provides the necessary JCL to run Forward
Merge. This procedure contains three steps that perform the following:

Step 1: Consolidates the data sets from the input tapes specified onto new output
tapes.

This step executes program $FM which performs the forward merge of the
tapes that you specify through SYSIN. If a tape pool is in use, $FM
obtains tapes from the tape pool; otherwise, it uses scratch tapes. It records
all output tapes in a tape log file, TAPELOG, for duplexing in Step 2, and
creates an intermediate file, FMWORK, for later use in Step 3. This file
contains from and to information with which to update the IPC. Although
both TAPELOG and FMWORK are intermediate files, they are allocated
with DISP=(NEW,CATLG,CATLG) because of their importance in later
steps, as input into the $FM process (IPC UPDATE).

Step 2: Executes $COPYTP, the tape duplexing utility, to create duplexes of the
new tapes.

This step executes program $COPYTP which duplexes the output tapes
created in Step 1. When $COPYTP successfully duplexes a tape, it clears
the tape's entry in the TAPELOG. $COPYTP is run in ASM2 mode (see
Tape Duplexing Utility - $COPYTP on page 14-9 for more information),
therefore all the established CA-ASM2 tape usage procedures apply. If
$COPYTP is unable to duplex a tape, it terminates with a nonzero
completion code and Step 3 is bypassed. If this occurs, correct the
condition causing the problem and restart the job in this step. Do not run
Step 3 until all tapes have been successfully duplexed.
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Step 3: Performs the IPC updates to record the new tape volume information in
the IPC records for the forward merged data sets.

Executes program $FMIPCU which updates the IPC with information
regarding the forward merge operation. For data sets that were forward
merged, it updates the IPC with the new tape volume and file sequence
number. This step performs catalog operations as appropriate;
recatalog/uncatalog for data sets that were recataloged at unload time.

It is very important that $FMIPCU run successfully. If you encounter any
errors, correct the condition causing the error and restart $FMIPCU. If you
do not run Step 3, CA-ASM2 does not update the IPC and the effect is as
if you performed no forward merge operation.

Note:  CA-ASM2 highly recommends duplexing. If your information center does not
want to duplex forward merge output tapes, eliminate Step 2.

When a serious error occurs, CA-ASM2 terminates forward merge processing with a
user abend. Prior to issuing the user abend, it prints a message in the message log
indicating the reason for the abend. Forward Merge messages and return codes are
listed and described in the CA-ASM2 Messages guide.

After the ASM2FMRG procedure has been run, a $MAINT run consisting of
$PURGTP statements for each tape that was processed in Step 1 needs to be
submitted. This is because Step 1 ($FM) does not call $OPTIONS or the tape exit to
free tapes.

14.6.2 Job Control Statements

Following is sample JCL.

 //JOB1 JOB

 //FMERGE EXEC ASM2FMRG

 //SYSIN DD �

tape volume serial

 Control Statements: 

Forward Merge control statements are input through SYSIN and have the following
format:

tape volume serial

 SIMULATE

No control statements are required for $COPYTP and $FMIPCU.
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Keyword Description

tape volume serial Specifies the tape volume serials to forward merge. Enter the
six digit volser starting in column 1. You can specify a
maximum of 100 tape volumes in any single run, but only 1
tape volume per control statement.

SIMULATE Simulates a forward merge run. If you specify SIMULATE,
CA-ASM2 searches the IPC for the tape volumes specified for
forward merging. It lists the action that would have occurred
for the data sets, but it does not forward merge the data sets.

14.6.3 Forward Merge Output

A sample of the output from the forward merge process follows:

Forward Merge - $FM Output

COMPUTER ASSOCIATES CA-ASM2 FORWARD MERGE UTILITY PAGE���1

CA-ASM2 VERSION 4.2 - MERGE PHASE FOR ASF�86 - MM/DD/YY 18.41:46

 DATA SET ACTION FROM VOL/FILE SEQ TO VOL/FILE SEQ

VN9���.QC.STN1MV.CLUSTER FORWARD MERGED ASF�86 3 ASF�87 2

VN9���.QC.STN2MV.CLUSTER FORWARD MERGED ASF�86 4 ASF�87 3

VN9���.QC.STN3MV.CLUSTER FORWARD MERGED ASF�86 5 ASF�87 4

VN9���.QC.STN4MV.CLUSTER FORWARD MERGED ASF�86 6 ASF�87 5

VN9���.QC.TST1FSDS.EMPTY FORWARD MERGED ASF�86 7 ASF�87 6
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Forward Merge - $COPYTP Output

 INPUT TAPE VOLSER =ASM953, DEVICE TYPE=348� ASM953 17:48:�4:11

 OUTPUT TAPE VOLSER =ASM962, DEVICE TYPE=348� 17:56:44:54

 FORWARD SPACE EXECUTED ON DUMMY FILE ONE TO ALLOW FOR SHORTER OUTPUT TAPES.

 ��DATA

����1 BLOCKS CONTAINED IN DATA SET ��������� 132 BYTES

 EOF1.ARCH.MASTER.TAPEASM962���1���1 94�54 98���������2IBM OS/VS 37�

 EOF2F���8����8���DLDLVFMG/$$$$$$@G 96��3

 �� TAPEMARK �� 17:56:45:92

 HDR1DLDLV.TEST.DATA ASM962���1���2 94�54 98����������IBM OS/VS 37� ��2

 HDR2F3272����8���DLDLVFMG/$$$$$$@G B 96��3

 �� TAPEMARK �� 17:56:46:12

 ��DATA

 �� TAPEMARK �� 17:56:47:76

���48 BLOCKS CONTAINED IN DATA SET ��������� 1,553,68� BYTES

 EOF1DLDLV.TEST.DATA ASM962���1���2 94�54 98��������48IBM OS/VS 37�

 EOF2F3272����8���DLDLVFMG/$$$$$$@G B 96��3

 �� TAPEMARK �� 17:56:47:99

 HDR1DLDLV.TEST.DATA9 ASM962���1���7 94�54 98����������IBM OS/VS 37� ��7

 HDR2F3272����8���DLDLVFMG/$$$$$$@G B 96��3

 �� TAPEMARK �� 17:56:56:67

 ��DATA

 �� TAPEMARK �� 17:56:58:36

���48 BLOCKS CONTAINED IN DATA SET ��������� 1,553,68� BYTES

 EOF1DLDLV.TEST.DATA9 ASM962���1���7 94�54 98��������48IBM OS/VS 37�

 EOF2F3272����8���DLDLVFMG/$$$$$$@G B 96��3

 �� TAPEMARK �� 17:56:58:6�

 �� TAPEMARK �� 17:56:58:8�

 ��289 BLOCKS 9,322,212 BYTES

Forward Merge - $FMIPCU Output

COMPUTER ASSOCIATES CA-ASM2 FORWARD MERGE UTILITY PAGE���1

CA-ASM2 VERSION 4.2 - IPC UPDATE PHASE - MM/DD/YY 19:�2:13

 DATA SET ACTION FROM VOL/FILE SEQ TO VOL/FILE SEQ

VN9���.QC.STN1MV.CLUSTER IPC UPDATED ASF�86 3 ASF�87 2

VN9���.QC.STN2MV.CLUSTER IPC UPDATED ASF�86 4 ASF�87 3

VN9���.QC.STN3MV.CLUSTER IPC UPDATED ASF�86 5 ASF�87 4

VN9���.QC.STN4MV.CLUSTER IPC UPDATED ASF�86 6 ASF�87 5

VN9���.QC.TST1FSDS.EMPTY IPC UPDATED ASF�86 7 ASF�87 6
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 14.6.4 Return Codes

The valid return codes for forward merge follow:

$FM 

0 Successful completion.

8 One or more Forward Merge operations failed. The reason is documented in
message log.

12 $TPCOPY has failed.

16 No tapes were forward merged.

$COPYTP

0 Successful completion.

4 Deferred scratch action has occurred.

8 $COPYTP was unable to scratch the file

16 One or more errors encountered. All files were not duplexed successfully.

$FMIPCU

0 Successful completion.

4 Successful completion but warning errors issued. Check message log.

8 One or more catalog operations failed.
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 Chapter 15. CA-ASM2 Recovery

This chapter describes and provides examples for the following material:

 ■ Design objectives

 ■ Stand-Alone restore
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 15.1 Design Objectives

The following CA-ASM2 design objectives relating to recovery from errors are
presented in this chapter:

■ The Integrated Product Catalog (IPC) must be recoverable regardless of the nature
of the damage to it.

■ CA-ASM2 runs must tolerate system crashes, operator cancellation, or any other
system ABEND without any adverse effect on the IPC or user data.

■ CA-ASM2 restart should be as transparent as possible.

15.1.1 Integrated Product Catalog (IPC)

The IPC is designed so that critical errors may be recovered from in minimal time.
The IPC integrity scheme is based on saving copies of the IPC at various points in
time. All transactions against the IPC are recorded in a separate journal data set until
a successful backup of the IPC including those transactions has been made. At that
time, the journal file is reset (cleared), and information relating to the IPC backup is
then recorded in it. The journal and the IPC should be placed on separate volumes
and preferably on separate DASD strings. If either the journal or the IPC is destroyed,
recovery is possible using the IPC backup and restore utility M2PCBRU. See IPC
Backup and Recovery Utility - M2PCBRU on page 13-28 for more information.

15.1.2 System Malfunction - Operator Cancel

If the system malfunctions during an archive/backup run or the operator cancels the
job, the appropriate recovery procedure is always the same: rerun the job without
making any changes to the JCL or input. If there is any significant processing left
undone in the aborted run (such as incomplete updates in the IPC), the rerun completes
the unfinished work and terminate without performing any new archival or backup
functions.
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15.1.3 Data Mover ABENDs

All CA-ASM2 data moving functions operate as subtasks to $DASDMNT. CA-ASM2
carefully inspects subtask ABEND situations and attempts appropriate retry operations,
if applicable. It treats disk-related OPEN ABENDs (such as an I/O error reading a
DSCB) simply as unsuccessful data moves and reports them in the Exception Log.

Such errors do not terminate run processing. CA-ASM2 treats tape-related X13 type
ABENDs as a special case. It does not attempt a retry and terminates all processing in
the run. These ABENDs, when they occur, are usually indicative of a serious error in
the allocation environment. If the SNAP DD name is included in the UNLOAD30
step, CA-ASM2 dumps selected areas in its region to aid in dump diagnosis.

15.1.4 Converting Duplicate Tapes to Masters

If a master archive tape is no longer good, you can convert a duplicate tape to a
master by any of the following procedures:

1. Initiate a tape to the same volume serial as the master being recovered. Use
$COPYTP to copy from the duplicate tape to the initiated tape. This is the
preferred procedure. See Tape Duplexing Utility - $COPYTP on page 14-9 for
more information.

2. Copy the duplex tape to a new tape and then run $MAINT (see 13-12) with
$CHNGSER to change the IPC references from the master tape to the new tape.

3. Run $CHNGSER changing the volume serial of the master to the volume serial of
the duplex tape. This procedure is not recommended because it leaves only one
copy of the archived data sets.

 15.1.5 Restoring CAI.CAILIB

If it is necessary to restore CAI.CAILIB, you must consider the following conditions.
CA-ASM2 cannot restore an existing PDS unless you add the FORCE operand to the
command. If FORCE is added, CA-ASM2 scratches the existing PDS before the
restore begins. However, when it scratches CAI.CAILIB, the programs to do the
restore are scratched and the restore cannot be done.

One method is to rename CAI.CAILIB to another name, and then use a STEPLIB to
go to that library, and finally restore CAI.CAILIB.

If it is necessary to restore a single member of a partitioned data set, use $PDSUR as
long as you are doing this from tapes that have not been compressed by CA-ASM2
Version 4.2.
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 15.1.6 Incremental Recovery

To aid in disaster recovery at the volume level, Incremental Recovery can restore an
otherwise unusable DASD volume to its state when it was last backed up
incrementally. The incremental recovery process makes use of the $DEFRAG
full-volume dump records in the IPC. The most recent full-volume dump is identified,
$DEFRAG is invoked to restore the volume, and the most recent versions of any data
sets that changed since that full-volume dump are reloaded. For more information, see
Incremental Recovery on page 5-21.

15.1.7 IXR Disaster Recovery

IXR can reload backed up and archived data in disaster recovery situations. The
BACKUPS(NO/YES) IXR startup parameter specifies whether IXR is to consider
backup unloads as reload candidates. Setting this parameter is discussed in the
CA-ASM2 Planning Guide. If your data center duplexes both backup and archive tapes
and sends these tapes to an off-site vault for disaster recovery purposes, this feature is
extremely beneficial. Once the system volumes, tape management system, production
scheduling system, and CA-ASM2 are in place, IXR can handle the restoring of data
sets as they are needed.

The benefits of using IXR in this capacity are:

■ IXR restores or reloads only the data sets that are required. By loading only
required data sets, disaster recovery site can operate in an environment with much
less DASD storage than the home data center.

■ IXR restores or reload individual data sets, not entire volumes. This eliminates a
lot of the device dependency between the home site and the disaster recovery site.
If the home site has double density devices and the recovery site has only single
density devices, IXR functions where full-volume recovery techniques fail.

■ In a recovery situation, when unfamiliar operators may be assisting in the effort,
IXR is in control of which archive or backup version to use. IXR selects from the
more recent of either the backup version or the archive version for each data set.
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 15.2 Stand-Alone Restore

The CA-ASM2 Stand-Alone Restore (SAR) facility offers reliable recovery from
system crashes by recapturing the system volume in a stand-alone environment. SAR
is composed of load modules that form a mini operating system. A separate program
invokes these modules to produce a SAR load tape or disk, either of which you can
use to restore critical volumes for IPL of the system. The SAR load modules can be
stored on disk and invoked directly from disk rather than tape, which yields a faster,
more efficient restore.

Whether on disk or tape, SAR restores critical volumes using all standard devices,
including the IBM 3380E/J/K (dual density) disk device, and the Magnetic Tape
Subsystem. SAR can optionally clip (rename) a specified disk volume, and also
rename a VVDS.

We recommend that your information center build SAR when CA-ASM2 is installed,
or as soon as possible thereafter. That way, it is there when you need to IPL.

 15.2.1 Building SAR

During CA-ASM2 installation, the Stage-1 JCL generates JCL procedures called
ASM2SART for the tape version of SAR and ASM2SARD for the disk version. When
you run ASM2SART or ASM2SARD, CA-ASM2 builds the SAR IPL utility on disk
or tape in the following three or four steps:

1. Link-edits all the SAR load modules to build a module called $SAR.

2. Initializes a scratch tape, or allocates a disk data set to hold the bulk of the IPL
text.

Before running ASM2SARD, you must edit the JCL to select the DASD volume
you want. You can also change the data set name from the one that ASM2SART
or ASM2SARD selects by default.

3. When running the ASM2SART to create the stand-alone tape (SAR), remember to
change BLP to No Label (NL) or Standard Label (SL) in the GENSAR step.
Failure to do so causes a 'Disable Wait State' at stand-alone IPL time.

4. Executes the GENSAR step, to run the $SABLD program and put the SAR utility
on tape or disk. In the GENSAR step, between the two lines,

 //SYSIN DD �

 //SYSLIB DD DSN=CAI.CAILIB($SAR),DISP=SHR

add one or two kinds of statements:

■ Console address statements, defining the consoles that can be used to run
SAR in the format: CONSOLE(cuu,devtype) where cuu is the device address,
devtype is the device type. The printer console is 1052 and the display
console, 3270.

■ (Optional - disk only.) The statement FORCEIPL to tell $SABLD that it can
write the bootstrap portion of SAR over any existing IPL text. Without this
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parameter, if $SABLD finds IPL text already on track 0, cylinder 0 of the
chosen volume, ASM2SARD fails.

You can use any locally attached 3270 as a console. You can define one master
and up to 15 alternate consoles. SAR does not support integrated consoles on
370/168 CPUs.

When ASM2SART or ASM2SARD is run, the output includes a table of the
consoles defined in the GENSAR step, and a message giving the relative core
location of the table:

$SA���3I offset IS OFFSET FOR CONSOLE TABLE

Record this offset, so that someone who needs to run SAR from a new console
can change the table for the duration of that run.

To change the table permanently you must build a new SAR: in step 3, specify all
the consoles you want available for SAR - both old and new.

15.2.2 Using SAR Messages and Commands

Every SAR message is prefixed by a message ID in standard CA-ASM2 format:
$SAsnnna message. This format is explained in the CA-ASM2 Messages guide.

A SAR request (for decision or information) also has a request number (1-3 digits) that
must be included in the reply: numreq $SAsnnna request.

The format of an operator reply is: R numreq,reply.

After you enter a reply, SAR responds: Reply to numreq is: 'reply', so you can check
whether your reply was received correctly.

If SAR detects an error in your reply (such as a nonnumeric reply where a numeric
was expected), SAR sends you an error message and prompts again for the reply.
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 15.2.2.1 Console Support

SAR supports both printer and display consoles. Even during a SAR procedure, you
can define a new console with which to continue the procedure. The console emulates
either a JES2 or JES3 console.

In the default mode, called Roll Mode, the screen works like a standard JES2 console
in nondelete (DEL=N) mode. SAR writes messages down the screen until the screen is
full. When new messages are waiting, press CLEAR to clear the screen and the new
messages appear.

In the nondefault mode, Wrap Mode, the screen works like a JES3 console. SAR
writes messages down the screen with the most recent message underlined. When the
screen is full, the next message overlays the top one automatically.

15.2.2.2 SAR Console Commands

You can enter these commands at any time during a Stand-Alone Restore:

WRAP Sets the screen in Wrap Mode.

WRAP OFF Sets the screen in Roll Mode (the default).

D R[,L] Displays message numbers and tests of outstanding requests.

15.2.3 SAR Requirements and Setup

This section covers the requirements and set up steps necessary for a Stand-Alone
Restore.

 Requirements: 

Your information center requires the following equipment to perform a Stand-Alone
Restore:

 ■ Operational CPU
■ One system console, printer console, or locally attached 3270
■ One tape drive
■ One DASD (Direct-Access Storage Device)
■ One printer (optional)
■ Stand-Alone Restore on tape or disk
■ $DEFRAG backup tapes
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Set Up Steps:  

Follow these steps to set up a Stand-Alone Restore:

1. Build Stand-Alone Restore if you have not already. (See Building SAR on
page 15-5 for more information.)

2. Mount and ready the Stand-Alone Restore tape, and record the address (CUU) of
the tape drive; or mount and ready the DASD volume containing Stand-Alone
Restore, and record the disk drive address (CUU).

3. Identify the target volume. It could be a DASD volume that receives the volumes
to be restored. Or the target could be a DASD volume that you want to clip
(rename), perhaps because it contains the backup copy of a desired volume.
Record the DASD address (CUU).

4. If you are going to restore from tape, mount and ready the first of the $DEFRAG
backup tapes that contain the desired volume. Record the tape drive address and
tape label type: SL (Standard Label), NL (No Label), or NSL (Nonstandard
Label).

 15.2.4 SAR Operation

This section describes the steps in a Stand-Alone Restore. Operator actions and replies
are in bold type. If you do restore processing to restore a volume from tape, the
session includes every step in the procedure except, in some cases, steps 36-41, 52-55,
and a few that occur under certain conditions.

If you do clip only processing to rename a volume on DASD, the session includes
only steps 1-8, 21-32, 36-41, 52-55 (optional), and 56.

Note:  You can interrupt the SAR procedure at any time to enter a SAR console
command.

The steps in Stand-Alone Restore begin here. If your session deviates from these
steps, go to Problem Determination and Resolution on page 15-21 in this chapter.

 1. Operator action:

Set the LOAD unit address to the address of the disk or tape drive where SAR is
mounted.

 2. Operator action:

IPL Stand-Alone Restore.

If SAR is on an SL (Standard Label) tape, initiate LOAD four times to bypass the
standard labels on the tape, then a fifth time to IPL.

 3. SAR action:

Enters a wait state with code 0000. If you see any other wait state code, go to
Problem Determination and Resolution on page 15-21 in this chapter.
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 4. Operator action:

Press the Enter key at the console to start Stand-Alone Restore. (This console need
not be the one from which you IPLed.)

 5. SAR message:

$SA�115I $DEFRAG STAND-ALONE PROGRAM HAS BEGUN PROCESSING

If you do not see this message, go to Undefined Consoles on page 15-21 in this
chapter.

 6. SAR request:

numreq $SA�123A ENTER 'R' FOR RELOAD OR 'C' FOR CLIP ONLY

where numreq (1-3 digits) is the number of the request issued by SAR.

 7. Operator reply:

R numreq,R or R numreq,C

where R says restore a volume from tape, or C says clip (rename) a DASD
volume.

 8. SAR response:

Reply to numreq is: R

or

Reply to numreq is: C

If your reply was C for Clip only, skip to step 21. If your reply was R for
Restore, continue with step 9:

 9. SAR request:

numreq $SA���9A ENTER NUMBER OF TAPE VOLUMES

10. Operator reply:

R numreq,numtape

where numtape is the number of $DEFRAG backup tapes to be restored.

11. SAR response:

Reply to numreq is: numtape

Steps 12-14 occur as many times as the number you entered at step 10.

12. SAR request:

numreq $SA�11�A ENTER THE 6-DIGIT VOLSER OF INPUT TAPE VOLUME n

where n is 1 for the first tape to be restored, 2 for the second tape, and so on.

13. Operator reply:

R numreq,volser1

where volser1 is the 6-character VOLSER of the backup tape requested (first,
second, third, and so on.)

Chapter 15. CA-ASM2 Recovery 15-9



15.2 Stand-Alone Restore

14. SAR response:

Reply to numreq is: volser1

After you enter the VOLSERs of all backup tapes you want restored, SAR asks
for the type of label on the tapes to be restored:

15. SAR request:

numreq $SA�1�7A ENTER TAPE LABEL TYPE AS SL/NL/NSL

16. Operator reply:

R numreq,labeltype

where labeltype is the tape label type: SL - Standard Label, NL - No Label, and
NSL - Nonstandard Label.

17. SAR response:

Reply to numreq is: labeltype

After you enter the label type of the tapes to be restored, SAR asks for the address
of the drive on which they are to be mounted:

18. SAR request:

numreq $SA�1�9A ENTER DEVICE ADDRESS FOR INPUT TAPE AS CUU

19. Operator reply:

R numreq,cuu

where cuu is the address of the tape drive on which the $DEFRAG backup tapes
are to be mounted.

20. SAR response:

Reply to numreq is: cuu

After you enter the address of the input tape drive, SAR asks for the VOLSER of
the target (receiving or backup) DASD volume.

21. SAR request:

numreq $SA�116A ENTER 6-DIGIT VOLSER OF TARGET DASD VOLUME

22. Operator reply:

R numreq,volser2

where volser2 is the 6-character VOLSER of the target (receiving or backup)
DASD volume.

23. SAR response:

Reply to numreq is: volser2

After you enter the VOLSER of the target volume, SAR asks for its device
address.
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24. SAR request:

numreq $SA�117A ENTER DEVICE ADDRESS FOR DASD VOLUME AS CUU

25. Operator reply:

R numreq,cuu

where cuu is the device address of the target DASD volume.

26. SAR response:

Reply to numreq is: cuu

After you enter the address of the target volume, SAR asks for its device type:

27. SAR request:

numreq $SA�118A ENTER DEVICE TYPE AS 333�-11 / 335� / 338� / 339�

and so on.

28. Operator reply:

R numreq,devtype

where devtype is the device type of the target DASD volume. Valid types are
3330, 3330-11, 3350, 3375, 3380 (which includes 3380Es), and 3390.

29. SAR response:

Reply to numreq is: devtype

After you enter the device type of the target volume, SAR asks for the address of
the console where you want SYSPRINT routed:

30. SAR request:

numreq $SA�113A ENTER DEVICE ADDRESS FOR SYSPRINT AS CUU OR BLANK

31. Operator reply:

R numreq,cuu

or
R numreq,b]/

where cuu is the address of a printer console; or blank (a blank, press the space
bar at least once) says to display SYSPRINT at the console you are using.

32. SAR response:

Reply to numreq is: cuu
or
Reply to numreq is: blank

The next step, step 33, asks whether you want to clip (rename) the target volume.
Step 36 asks what to name it.

If you requested clip only processing back at step 7, you already told SAR that
you intend to rename the target volume. So now you can skip ahead to step 36
and rename it.
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If you requested restore processing at step 7, do step 33. In this case, though the
backup volume is restored from tape, the target volume still might need renaming.
For example, maybe the DASD volume that held the desired system volume
before the crash cannot be used as the target; if so, you target another volume,
which may need its VOLSER changed:

33. SAR request:

numreq $SA�13�I DO YOU WANT TO CHANGE THE VOLSER OF THE TARGET

VOLUME FROM volser2 ENTER 'Y' OR 'N'

34. Operator reply:

R numreq,Y

or
R numreq,N

where Y means Yes, clip the target DASD volume, changing its VOLSER; or N
means No, keep the VOLSER of the target volume as volser2.

35. SAR response:

Reply to numreq is: Y
or
Reply to numreq is: N

If your reply was N, skip to step 42. But if you plan to clip the target volume,
continue with step 36:

36. SAR request:

numreq $SA�132I PLEASE ENTER NEW VOLSER

37. Operator reply:

R numreq,volser3

where volser3 is the desired VOLSER of the target DASD volume.

38. SAR response:

Reply to numreq is: volser3

39. SAR request:

numreq $SA�133I THE VOLSER WILL BE CHANGED FROM volser2 TO volser3

ENTER 'Y' or 'N'

where volser2 is the old VOLSER of the target volume and volser3 is the new
one.
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40. Operator reply:

R numreq,Y

or
R numreq,N

where Y means Yes, clip the target DASD volume, changing its VOLSER from
volser2 to volser3; or N means No, do not change volser2 to volser3.

41. SAR response:

Reply to numreq is: Y
or
Reply to numreq is: N

If your reply was N, you return to step 33 (message $SA0130I), in case you made
a mistake - in case you do not want to change VOLSERs after all, or want to
change to a different VOLSER.

If your reply was Y because the backup volume is on DASD and needs clipping,
you skip to step 52.

If your reply was Y because the receiving volume must be clipped to match the
backup tape, you continue with step 42. (Step 42 asks you to mount the backup
tape(s) you specified at step 13. If you already mounted the first one, you do
steps 47-50 first, then return to steps 42-46 for any subsequent tapes.)

42. SAR request:

numreq $SA85�1A PLEASE MOUNT TAPE volser1 AND REPLY 'R' WHEN READY

where volser1 is the 6-character VOLSER of each backup tape to be restored
(first, second, third, and so on.

43. Operator action:

Mount the requested backup tape.

44. Operator reply:

R numreq,R

45. SAR response:

Reply to numreq is: R

If you entered your reply before mounting the tape, SAR displays a message at the
console:

46. SAR message:

$SA8I�1D INTERVENTION REQUIRED ON DEVICE cuu

where cuu is the address of the tape drive chosen at step 16 to mount the backup
tapes. Mount and ready the tape; SAR continues.

Steps 47-49 occur just once, for the first tape volume to be restored:

47. SAR request:
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numreq DFG��66A OK TO RESTORE VOLUME volser1 TO volser2 {volser3}

REPLY Y OR N

where volser1 is the VOLSER of the first backup tape, and volser2 or volser3 is
the VOLSER of the receiving volume. (volser3 is the VOLSER if you clipped the
receiving volume at step 37. volser2 is the VOLSER if you did not.)

48. Operator reply:

R numreq,Y

or
R numreq,N

where Y means Yes, restore tape volume volser1 to DASD volume volser2 or
volser3; or N means No, halt the Stand-Alone Restore.

Note:  Before you reply Y, be sure that volser2 or volser3 refers to the same
DASD volume as cuu (specified at step 25).

49. SAR response:

Reply to numreq is: Y
or
Reply to numreq is: N

If your reply was N, skip to the last step, step 56. If your reply was Y, SAR, as it
restores each data set in each backup volume, prints or displays a $DEFRAG
message:

50. SAR ($DEFRAG) message:

DFG��6�I DATA SET RESTORED: dsname

where dsname is the full name of the data set just restored.

When it restores the last data set from the last backup volume, SAR prints or
displays another $DEFRAG message:

51. SAR ($DEFRAG) message:

DFG��64I $DEFRAG RESTORE PHASE COMPLETED

If the backed up volume had a VVDS (VSAM Volume Data Set), then the
restored volume could contain contradictory information about its own VOLSER.
This could occur two ways:

a. Restore processing. If the VOLSER of the receiving volume differed from
that of the backup volume and was not clipped to match, the label record of
the restored volume retains the VOLSER of the receiving volume. But the
VOLSER of the backup volume appears in the name of the VVDS - both in
the VVDS's self-describing record, and in its Format-1 DSCB.

b. Clip only processing. You told SAR merely to clip a DASD volume. This
changed the VOLSER in the label record, but not in the VVDS's
self-describing record or Format-1 DSCB.

If the VOLSERs in the volume label and VVDS name match, skip to step 56. If
they do not match, continue with step 52:
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52. SAR message:

$SA�124I SYS1.VVDS.Vvolser4 FOUND ON VOLUME volser5

where volser4 is the VOLSER in the name of the VVDS, and volser5 is the
correct VOLSER in the volume's label record.

53. SAR request:

numreq $SA�125I DO YOU WANT TO CHANGE IT TO SYS1.VVDS.Vvolser5 ENTER

'Y' OR 'N'

where it means the current name of the VVDS, and volser5 is the VOLSER in the
volume's label record.

54. Operator reply:

R numreq,Y

or
R numreq,N

where Y means Yes, change the data set name SYS1.VVDS.Vvolser4 to
"SYS1.VVDS.Vvolser5"; or N means No, do not change the name of the VVDS.

55. SAR response:

Reply to numreq is: Y
or
Reply to numreq is: N

When restoring multiple tape volumes, remove each tape as it is restored and
mount the next one. When all tapes have been processed, go to step 56:

56. Final SAR message:

$SA�122I $DEFRAG STAND-ALONE RESTORE ENDS

Note:  Depending on CPU speed, this message may not appear.
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15.2.5 Examples of SAR Operation

These examples show the console display for a Stand-Alone Restore session. Operator
replies are in boldface type.

Example 1 - SAR on Tape, Restore from Tape:  

In this example, the tape version of SAR restores the SYSRES volume from tape to
DASD volume TST001:

■ SAR tape is on drive 471.

■ SYSRES backup volume is on two standard-label $DEFRAG tapes with
VOLSERs ASM001 and ASM002.

■ First $DEFRAG tape is already mounted on drive 472.

■ Device address of DASD volume TST001 is 124 and the device type is 3390.

■ SYSPRINT goes to the console.

■ Target VOLSER is changed from TST001 to SYSRES at steps 010-012.

$SA0115I $DEFRAG STAND-ALONE PROGRAM HAS BEGUN PROCESSING

000 $SA0123A ENTER 'R' FOR RELOAD OR 'C' FOR CLIP ONLY

R 0,R

Reply to 000 is: R

001 $SA0009A ENTER NUMBER OF TAPE VOLUMES

R 1,2

Reply to 001 is: 2

002 $SA0110A ENTER THE 6-DIGIT VOLSER OF INPUT TAPE VOLUME 1

R 2,ASM001

Reply to 002 is: ASM��1
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003 $SA0110A ENTER THE 6-DIGIT VOLSER OF INPUT TAPE VOLUME 2

R 3,ASM002

Reply to 003 is: ASM��2

004 $SA0109A ENTER DEVICE ADDRESS FOR INPUT TAPE AS CUU

R 4,472

Reply to 004 is: 472

005 $SA0107A ENTER TAPE LABEL TYPE AS SL/NL/NSL

R 5,SL

Reply to 005 is: SL

006 $SA0116A ENTER 6-DIGIT VOLSER OF TARGET DASD VOLUME

R 6,TST001

Reply to 006 is: TST��1

007 $SA0117A ENTER DEVICE ADDRESS FOR DASD VOLUME AS CUU

R 7,124

Reply to 007 is: 124

008 $SA0118A ENTER DEVICE TYPE AS 3330-11 / 3350 / 3380 / 3390 and so on.

R 8,3390

Reply to 008 is: 339�

009 $SA0113A ENTER DEVICE ADDRESS FOR SYSPRINT AS CUU OR BLANK

R 9,(blank)

Reply to 009 is: (blank)
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010 $SA0130I DO YOU WANT TO CHANGE THE VOLSER OF THE TARGET
VOLUME FROM TST001 ENTER 'Y' OR 'N'

R 10,Y

Reply to 010 is: Y

011 $SA0132I PLEASE ENTER NEW VOLSER

R 11,SYSRES

Reply to 011 is: SYSRES

012 $SA0133I THE VOLSER WILL BE CHANGED FROM TST001 TO SYSRES
ENTER 'Y' OR 'N'

R 12,Y

Reply to 012 is: Y

013 DFG0066A OK TO RESTORE VOLUME ASM001 TO SYSRES? REPLY Y OR
N

R 13,Y

Reply to 013 is: Y

DFG0060I DATA SET RESTORED: CSG.AGS30A.LOAD
DFG0060I DATA SET RESTORED: CSG.AGS30A.TEXT
DFG0060I DATA SET RESTORED: CSG.AGS30A.LIST
DFG0060I DATA SET RESTORED: CSG.AGS30A.CNTL
014 $SA8501A PLEASE MOUNT TAPE ASM002 AND REPLY 'R' WHEN READY

R 14,R

Reply to 014 is: R

DFG0060I DATA SET RESTORED: CSG.AUS300.LOAD
DFG0060I DATA SET RESTORED: CSG.AUS300.TEXT
DFG0060I DATA SET RESTORED: CSG.AUS300.LIST
DFG0060I DATA SET RESTORED: CSG.AUS300.CNTL
DFG0064I $DEFRAG RESTORE PHASE COMPLETED
$SA0122I DEFRAG STAND-ALONE RESTORE ENDS
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Example 2 - SAR on Disk, Clip of DASD Volume:  

In this example, the disk version of SAR clips the DASD volume SYSBKUP, giving it
the VOLSER of the system volume to be restored, SYSRES. SYSBKUP contains
VSAM clusters.

■ SAR is mounted on a 3380 DASD with device address 124.
■ The device address of DASD volume SYSBKUP is 125 and the device type is

3380.
■ SYSPRINT goes to the console.
■ The target VOLSER is clipped from SYSBKUP to SYSRES at steps 005-006.
■ The VVDS is renamed to match the volume label at step 007.

$SA0115I $DEFRAG STAND-ALONE PROGRAM HAS BEGUN PROCESSING

000 $SA0123A ENTER 'R' FOR RELOAD OR 'C' FOR CLIP ONLY

R 0,C

Reply to 000 is: C

001 $SA0116A ENTER 6-DIGIT VOLSER OF TARGET DASD VOLUME

R 1,SYSBKUP

Reply to 001 is: SYSBKUP

002 $SA0117A ENTER DEVICE ADDRESS FOR DASD VOLUME AS CUU

R 2,125

Reply to 002 is: 125

003 $SA0118A ENTER DEVICE TYPE AS 3330-11 / 3350 / 3380 / 3390 and so on.

R 3,3380

Reply to 003 is: 338�
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004 $SA0113A ENTER DEVICE ADDRESS FOR SYSPRINT AS CUU OR BLANK

R 4,(blank)

Reply to 004 is: 'blank'

005 $SA0132I PLEASE ENTER NEW VOLSER

R 5,SYSRES

Reply to 005 is: SYSRES

006 $SA0133I THE VOLSER WILL BE CHANGED FROM SYSBKUP TO SYSRES
ENTER 'Y' OR 'N'

R 6,Y

Reply to 006 is: Y

$SA0124I SYS1.VVDS.VSYSBKUP FOUND ON VOLUME SYSRES

007 $SA0125I DO YOU WANT TO CHANGE IT TO SYS1.VVDS.VSYSRES
ENTER 'Y' OR 'N'

R 7,Y

Reply to 007 is: Y
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15.2.6 Problem Determination and Resolution

15.2.6.1 Errors in Replies

If you realize you have made an error in one of your replies and want to restart SAR,
you do not have to notify SAR. Just wait for a pause in SAR processing, then rewind
the SAR tape (if you are using the tape version) and remount the first $DEFRAG tape
to be restored (if you are doing restore processing). Begin again at step 1 in SAR
Operation on page 15-8 and repeat the Stand-Alone Restore procedure.

When SAR immediately detects an error in a reply, it sends a message asking you to
reenter the reply or otherwise correct the error.

If SAR detects an error too late for correction (such as a wrong VOLSER), SAR sends
a message and halts the Stand-Alone Restore. If this occurs, return to Step 1 in SAR
Operation on page 15-8 and repeat the procedure.

 15.2.6.2 Undefined Consoles

If you pressed the Enter key at step 4 of Stand-Alone Restore and SAR did not
respond, your console is not defined to SAR. When SAR was built, it was given a list
of console addresses; it cannot be run from a console whose address it does not know.
If the address of the console you want was not included, you can add it now. See
Building SAR on page 15-5 in this chapter.

15.2.6.3 Problem Resolution Table

SAR messages and codes that may appear during a Stand-Alone Restore are listed in
the CA-ASM2 Messages guide. Each message has an Explanation and the word Action
followed by one or more action codes. The action codes for SAR messages are listed
in this table:

Action Code Operator Action

1 Enter appropriate reply.
2 Possible system error. See Problem Reporting on page 15-22 for

information.
3 See an associated message.

 4 Rerun SAR.
5 Possible hardware error. Call hardware customer engineer.
6 Restore to a different volume.
7 Reinstall and link-edit SAR.
8 Possible user error. Check and correct.
9 Check device status or ready the device.

10 Check and correct input parameters.
11 Resubmit the job to build SAR.
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 15.2.6.4 Problem Reporting

If you cannot solve a SAR problem by consulting the documentation, call Computer
Associates Technical Support. But first, collect all console output in hard copy: rerun
SAR if necessary, routing SYSPRINT to a printer.

15.2.7 Changing the Console Table

The SAR console table lists the consoles you can use to run Stand-Alone Restore. For
each console defined to SAR when it was built, the table gives the console class
(device type) and address (CUU), taken from the console address statement (see step 3
in Building SAR on page 15-5 in this chapter). The table can show two console
classes: 01 means printer consoles (device type 1052); 02 means display consoles
(device type 3270).

When SAR was built, message $SA0003I stated the table's offset location. If someone
recorded this offset, you can display the table when you start to run SAR. Then, if the
console you want to use was not included when SAR was built, you can add its
address to the table and begin using it. The new console address (or any other change
to the table) is good only for the current run; if you run the same SAR again later, you
must reenter the change. To make the change permanent, build a new SAR (see step 3
in Building SAR on page 15-5 for instructions.

This is how to change the console table:

1. After you load SAR (see step 2 in SAR Operation on page 15-8), press STOP.

2. At the master console, call up the Alter Display Mode panel.

3. Display the beginning of the console table, located at the offset given in message
$SA0003I.

4. Now you can change any address shown or add a new console (address and class).

5. When ready to resume SAR at step 3, exit from Alter Display Mode and press
START.
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 Chapter 16. Troubleshooting

This chapter contains information about:

■ Identifying and resolving problems
■ Contacting Computer Associates Technical Support
■ Receiving ongoing product versions and maintenance
■ Requesting product enhancements
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 16.1 Diagnostic Procedures

See the Troubleshooting flowchart for a summary of the procedures you should follow
if you have a problem with a Computer Associates software product. Each of these
procedures is detailed on the following pages.
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16.1.1 Collecting Diagnostic Data

In the following table, use the left column to categorize the problem your site has
encountered. Then, follow the instructions in the corresponding right column to
generate useful diagnostic data.

Type of Problem Procedure

Installation with CA-ACTIVATOR See the chapter, "Troubleshooting
Procedures and Error Determination
and Handling" in the CA-ACTIVATOR
Reference Guide.

Installation without CA-ACTIVATOR Customized for each product.

User-initiated functions Sequence the events prior to the error
condition.

Look up ALL abend codes, IBM
and/or CA-ASM2.

If a tape error, make sure from above
whether a tape map is necessary. Using
$COPYTP with $ONLYLST performs
this task.

Do not run additional job streams if
errors occur during archive or backup
functions. Call CA-ASM2 Technical
Support first.

System or Operator functions Obtain a printed copy of the console
messages, then see user-initiated
functions above.

CA-ASM2 ABENDs Follow instructions (if any) in the
CA-ASM2 Messages guide.

Note the abending module name and
offset including the point of abend.
Save the dump.

CA-ASM2 Integrated Product Catalog (IPC)
errors

Follow instructions (if any) in the
CA-ASM2 Messages guide.

Have ALL JCL and dumps available
(also, see the above user-initiated
functions).

Note the error code number and have a
listing from where the error occurred.

You should be able to run the
AMASPZAP DUMPT job or have
someone available to do so if
necessary. The same applies for
assemblies.
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16.1.2 Interpreting Diagnostic Data

When you have collected the specified diagnostic data, write down your answers to the
following questions:

1. What was the sequence of events prior to the error condition?

2. What circumstances existed when the problem occurred and what action did you
take?

3. Has this situation occurred before? What was different then?

4. Did the problem occur after a particular PTF was applied or after a new version of
the software was installed?

5. Have you recently installed a new version of the operating system?

6. Has the hardware configuration (tape drives, disk drives, and so forth) changed?

From your response to these questions and the diagnostic data, try to identify the cause
and resolve the problem.
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16.2 Accessing the Online Client Support System

Computer Associates is making extensive use of the Internet for your benefit.
Computer Associates encourages you to "surf the net" to the Computer Associates
home page at www.ca.com and the online support at eSupport.ca.com. The Computer
Associates Internet site provides a great variety of information about Computer
Associates products and services, including:

■ Service and support
■ Product information and sales
■ CA-World conference information

 ■ Press releases
■ Computer Associates user groups

StarTCC, the web-based portion of CA-TCC (CA-Total Client Care), gives you real
time, interactive access to Computer Associates product support information through
the Internet. At eSupport.ca.com, you can:

■ Open new issues
■ Browse or update your existing issues and enhancement requests
■ Perform keyword searches
■ Download solutions, PTFs, and important notices regarding Computer Associates

products, maintenance, and documentation

16.2.1 Requirements for Using StarTCC

The following are the requirements to use StarTCC:

■ You must be a Computer Associates client with a current maintenance agreement.

■ You must register through the Computer Associates Internet site.

■ You must access the Internet with a browser that supports the HTML specification
2.0 or higher, such as Netscape Navigator 2.0 or higher or Microsoft Internet
Explorer 3.0 or higher.

Browsers that meet the HTML requirement support the following functions, which
are required for StarTCC:

– Secure sockets layer (SSL) to encrypt your transaction traffic
– Encrypted data records (known as COOKIES)

 – HTML tables

 16.2.2 StarTCC Security

StarTCC runs as a secured server (SSL). You may need to configure your browser to
enable SSL. Guidelines for doing this are provided on the Computer Associates
Technical Support page.
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 16.2.3 Accessing StarTCC

To access StarTCC, set your browser for eSupport.ca.com. The StarTCC options are:

 ■ StarTCC Information
 ■ StarTCC Registration
 ■ Access StarTCC

These options are described next.

StarTCC Information:  Select the information option to view background
information for StarTCC, details about the prerequisites, and instructions for
configuring your browser. Be sure to review this section for updates or information not
included here.

StarTCC Registration:  Select the registration option to identify yourself to
StarTCC. You must register before you can access StarTCC online. There are prompts
for all required information, including your name, site ID, CA-StarTrak PIN, company
name, Email address, postal address, and desired password for accessing StarTCC.

Note:  If you do not have a CA-StarTrak PIN, StarTCC provides one for you when
you register.

Access StarTCC:  Select the access option to begin using StarTCC. When
prompted, enter your user ID and password. Once your sign-on is validated, you can
perform the following:

Open a new issue
Open an issue for, or request an enhancement to, one of your Computer
Associates products.

Browse your issues and enhancement requests
Display all issues for your site. The issues are grouped into three categories:
Open, Closed, and Enhancement Requests (DARs).

Browse and/or download solutions
Specify criteria for selecting solutions, which you can then view or
download.

Search the Computer Associates knowledge base
Specify criteria for searching the Computer Associates database for solutions,
problems, and keywords that can provide you with immediate answers to
your product support questions and concerns.

Update your StarTCC profile
Make changes to your default Email address, phone number, and password
whenever necessary.

Display your site's licenses
View a list of all the Computer Associates products for which your company
site is currently licensed.

16-6 System Reference Guide



16.2 Accessing the Online Client Support System

Display StarTCC news items
View and download recently published solutions for Computer Associates
products, instructions for downloading from StarTCC, and helpful
information for using CA-StarTrak, StarTCC, or other Computer Associates
products.

16.2.4 Accessing the Technical Support Phone Services Directory

The Computer Associates Technical Support Phone Services Directory lists each
Computer Associates product and the telephone number to call for primary support for
that product. To access the Support Phone Services Directory, set your browser for
eSupport.ca.com and click on Contact Us.
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16.3 CA-TLC: Total License Care

Many Computer Associates software solutions use license keys or authorization codes
to validate your hardware configuration. If you need assistance obtaining a license key
or authorization code, contact the CA-TLC: Total License Care group through
eSupport.ca.com.
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16.4 Contacting Technical Support

For further technical assistance with this product, please contact Computer Associates
Technical Support at eSupport.ca.com for a complete list of Computer Associates
locations and phone numbers. Technical Support is available 24 hours a day, seven
days a week.

If you are unable to resolve the problem, please have the following information ready
before contacting Computer Associates Technical Support:

■ All the diagnostic information described in 16.1.1, “Collecting Diagnostic Data”
on page 16-3.

■ Product name, version number, operating system, and genlevel.

■ Product name and version number of any other software you suspect is involved.

■ Version level and PUTLEVEL of the operating system.

■ Your name, telephone number and extension (if any).

■ Your company name.

■ Your site ID.

■ A severity code. This is a number (from 1 to 4) that you assign to the problem.
Use the following to determine the severity of the problem:

1 a "system down" or inoperative condition

2 a suspected high-impact condition associated with the product

3 a question concerning product performance or an intermittent low-impact
condition associated with the product

4 a question concerning general product utilization or implementation
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16.5 Generating a Problem Report

Once a Computer Associates Technical Support representative has determined that
your problem requires further investigation, you can use the following to generate a
problem report.

 16.5.1 CAISERV Utility

The CAISERV diagnostic facility produces a problem report for you to fill out and
send in with all problem documentation.

CAISERV also produces a short report on the Computer Associates products that you
have installed. You should send this information to help Technical Support solve your
problem.

To invoke CAISERV, perform the following steps:

1. Edit member CAISERVE.

2. Type in L1CHANGE on the command line.

3. Review your changes.

4. Submit the job.

This job produces a report similar to the following to SYSPRINT:
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COMPUTER ASSOCIATES PROGRAM STATUS REPORT CAISERV-�1 PAGE �1

CAISERV 1.� 89�2PP�� OPSYS='MVS/37� ' 15 JUL 1997 12.1�.31

������������������������������������������������������������������������������������������������������������������������

� �

� COMPUTER ASSOCIATES PROBLEM REPORT FORM �

� �

������������������������������������������������������������������������������������������������������������������������

� �

� CUSTOMER ID : _________ �

� COMPANY NAME : ___________________________________ �

� �

� COMPANY ADDRESS : ___________________________________ �

� ___________________________________ �

� ___________________________________ �

� �

� CONTACT NAME : _________________________ �

� �

� TELEPHONE NUMBER : _______________ EXTENSION : ____ �

� �

������������������������������������������������������������������������������������������������������������������������

� �

� HARDWARE INFORMATION �

� �

� CPU MODELS, STORAGE SIZES AND CPU IDS �

� CPU 1 : ____ ____ ________________ CPU 2 : ____ ____ ________________ �

� CPU 3 : ____ ____ ________________ CPU 4 : ____ ____ ________________ �

� �

� DIRECT ACCESS STORAGE DEVICES �

� DASD 1 : ________ DASD 2 : ________ �

� DASD 3 : ________ DASD 4 : ________ �

� �

� TAPE DEVICES �

� TAPE 1 : ______ TAPE 2 : ______ �

� TAPE 3 : ______ TAPE 4 : ______ �

� �

������������������������������������������������������������������������������������������������������������������������

� �

� SOFTWARE INFORMATION �

� �

� OPERATING SYSTEMS �

� OPSYS 1 : ________ OPSYS 2 : ________ �

� OPSYS 3 : ________ OPSYS 4 : ________ �

� �

� OTHER SYSTEM SOFTWARE �

� (VENDOR AND/OR IBM) __________________________________________________________________________ �

� �

������������������������������������������������������������������������������������������������������������������������

� � �

� PROBLEM SEVERITY � PROBLEM TYPE �

������������������������������������������������������������������������������������������������������������������������

� � �

� _________________________________________________________�__________________________________________________________ �

� � �

� _________________________________________________________�__________________________________________________________ �

� � �

� _________________________________________________________�__________________________________________________________ �

� � �

� _________________________________________________________�__________________________________________________________ �

������������������������������������������������������������������������������������������������������������������������

Fill in the form completely. This information is logged into the Computer Associates
Technical Support system and is tracked from the time it is reported to the time it is
closed.
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16.5 Generating a Problem Report

On the next page of the problem report, describe the problem you are experiencing.
The headings on this page look like this:

COMPUTER ASSOCIATES PROGRAM STATUS REPORT CAISERV-�1 PAGE �2

CAISERV 1.� 89�2PP�� OPSYS='MVS/37� ' 15 JUL 1997 12.1�.31

������������������������������������������������������������������������������������������������������������������������

� �

� COMPUTER ASSOCIATES PROBLEM REPORT FORM �

� �

������������������������������������������������������������������������������������������������������������������������

� �

� PROBLEM DESCRIPTION : �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �

������������������������������������������������������������������������������������������������������������������������
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16.5 Generating a Problem Report

CAPP999E –(no number)

The last page of the problem report provides a status of the Computer Associates
products that you have installed. In most instances, this report includes the product
version number, genlevel, and installation options. This is a sample of a report for
CA-Dynam/TLMS:

COMPUTER ASSOCIATES PROGRAM STATUS REPORT CAISERV-�1 PAGE �4

CAISERV 1.� 89�2PP�� OPSYS='MVS/37� ' 26 SEP 1996 9.�9.42

������������������������������������������������������������������������������������������������������������������������

� �

� CA-DYNAM/TLMS OS �

� �

������������������������������������������������������������������������������������������������������������������������

TLMS OPTIONS LISTING

 CA-DYNAM/TLMS (5.5) GENLEVEL 961�TL55�

GENERAL:

ALTCTR=D1 COMPANY=YOUR TLMS 5.5 COMPANY NAME

 DATACTR=DC DATEFMT=MM/DD/YYYY PAGESIZ=58

 VMFNAM =ASM.TLMSDV.VMF

 VMFINAM=ASM.TLMSDV.VMF

TECHNICAL:

 FORSPEC=YES LOGID=24� LBLDTRY=YES MACC=�3�

QSIZE=�64 MSGPFX=CTS SUBOVER=NO SUBVOL=NO

SMS=NO NSM=�1 SCR=�1 EDM=�1

 ROUTAUX=NO

 ROUTINQ=YES ( RT=14 UPD=YES MSG=DEL )

PROCESSING:

 ABEND=24 BRKCHN=OPEN CATDAYS=1 CATLG=

 DISP=YES DBLDRIV=NO DBLTIME=������ DSNSTD=YES

 IDSNVER=NO

INPUT=YES ( CHN=YES BLP=YES NL=YES SL=YES )

 KDATE=MAX KEYDD=REALDATE MANUAL=YES NOTLMS=CONT

 OVERIDE=NO PROTECT=ALL RECOVRY=ALTLOG SCRATCH=CDS

 SERIND=YES UNCATLG=YES VSNPAD= VSNREQD=YES

USER EXITS:

CLSEXIT=NO CMDEXIT=NO OPNEXIT=NO

RMPEXIT=NO RPTEXIT=NO SECEXIT=NO TRSEXIT=NO

 UPDEXIT=NO

SECURITY:

 PROMPT=YES

 SECURE=NO

The messages you may encounter when running CAISERV are:
CAPP999E INSUFFICIENT STORAGE TO PROCESS CAISERV

Explanation:  Sufficient storage was not allocated to execute CAISERV.

User Response:  Use at least 100K of storage for executing CAISERV.

(no number) ** PRODUCT CAISERV MODULE 'modulename' NOT ACCESSIBLE ***

Explanation:  Libraries are not properly concatenated.

User Response:  Review and modify the JCL. Execute CAISERV.

Chapter 16. Troubleshooting 16-13



16.6 Product Versions and Maintenance

16.6 Product Versions and Maintenance

Clients are requested to operate only under currently supported versions of the product.

Clients with current maintenance agreements also receive ongoing maintenance. When
a new version of the system is available, a notice is sent to all current clients.
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16.7 Requesting Enhancements

 16.7 Requesting Enhancements

Computer Associates welcomes your suggestions for product enhancements. All
suggestions are considered and acknowledged. You can use either of two methods to
request enhancements:

■ Contact your Account Manager who will initiate a Demand Analysis Request
(DAR) for you.

■ Enter your request through StarTCC, the Computer Associates web-based,
interactive support system at eSupport.ca.com.
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16.7 Requesting Enhancements
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 Glossary

Aging.  Aging is the process of maintaining data set
usage or activity information. Aging information is
critical to many CA-ASM2 functions, and can be
maintained by CA-ASM2 code, the client's own code, or
mainstream IBM code (MVS SU60, or the IBM program
product DF/DS for VSAM). All CA-ASM2 functions
operate without restriction, regardless of the aging method
chosen.

Allocation Manager.  Allocation Manager is a utility
that enforces standards for the allocation of new DASD
data sets and restricts access to selected data sets,
volumes, and units. It controls the allocation of new data
sets by overriding the UNIT parameter based on
information center-defined criteria. It restricts access to
selected DASD resources by checking new DASD
allocations and references to existing DASD resources
against a table of restricted data specified by your
information center. Allocation Manager does not handle
VSAM data sets.

Archive.  Archive involves moving data from online
DASD to less expensive media, either tape or disk. Data
sets are normally eligible for archive when not accessed
on DASD for a period of time. Archived data is not
directly accessible by user applications, except when it
has been recataloged to the tape volume, or when
Intelligent Transparent Restore (IXR), which
automatically reloads requested data sets, is implemented.

Archive (noun) is the storage medium, tape or disk,
containing data sets that were copied, then scratched from
DASD.

Archive (verb) is to move data from DASD to an archive
medium.

Archived (adjective) describes a data set that has been
copied to an archive medium.

Archive/Backup medium.  Refers to either tape or disk.
Data sets can be archived/backed up to tape or to a
secondary disk known as a Disk Staging area (DSA).
Normally, disks in the DSA are slower (and cheaper) than
primary online DASD.

ARCPARMS.  ARCPARMS is a data set (member of
CAI.PARMLIB) that contains parameters that apply to
any type of archive or backup run, and establish standard
criteria for archive and backup runs. The supplied
procedures for archive and backup runs point to this data
set.

Automatic purge.  When the disk-to-disk unload mode
is used for any archive or backup by $DASDMNT, if an
allocation into the Disk Staging Area (DSA) fails for lack
of space, $DASDMNT can perform an automatic purge
of the unload copies in the DSA.

Backup.  Backup protects data from corruption by
providing an exact copy, which can be used to re-create
the original data should it become corrupted or destroyed.
A backup copy may be an individual data set or a full
volume. The backup copy is made to a backup medium,
tape or disk, while the original version is still available
on online DASD. The backup copy is not directly
accessible by a user application, and must be restored to
online DASD before it can be accessed. Backup (noun)
is the storage medium, tape or disk, containing duplicate
copies of data sets residing on DASD volumes.

Back up (verb) is to copy the data from DASD to the
backup medium.

Backup (adjective) describes a data set that has been
copied to a backup medium.

Batch retrieval.  Batch retrieval involves submitting
$RA or $RB commands as in online retrieval, but the
commands are input to a batch retrieval run. The
ASM2CMDU procedure is the batch command processor
which is then used to process the retrieval requests.

CA-1.  A full function tape management and vault
management system for OS systems. It was formerly
known as UCC1 or TMS.

CA-RSVP.  Report Selection and Variable Processing.
A flexible utility product that is distributed as a
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component of CA-ASM2. It will read VTOCs, ICF
catalogs, the CA-ASM2 IPC, CA-1 TMC,
CA-DYNAM/TLMS VMF, or any user-defined data set,
select a subset of those records as described by the user's
selection criteria, and produce reports or extract files
containing user-selected data fields.

Controlled Scratch.  The Controlled Scratch component
automatically removes data sets based on information
center-defined criteria when those data sets are no longer
needed. Once criteria for controlled scratching have been
established, CA-ASM2 determines which data sets are to
be scratched and automatically scratches them at the
designated time.

Controlled Scratch offers two methods of automatically
scratching data sets using predetermined criteria; by
specifying criteria for the selection of data sets to be
scratched or specifying criteria to identify data sets to be
protected and scratching all others.

Data Set Placement (DSP).  $DEFRAG can be directed
to place data sets in a predetermined position on the
volume(s) being defragmented. Controlling the
positioning of data set placement on volumes can greatly
optimize DASD performance.

Improper data set placement can intensify the impact of
head contention and valuable processing time is spent
traversing the disk between concurrently used files rather
than performing file I/O operations. Head contention can
lead to erratic patterns in online response time and batch
turnaround time. This causes overall system performance
to be unpredictable and less than optimum. Proper use of
the DSP option can eliminate serious contention problems
and reduce the total seek time needed, contributing to
significantly improved system performance.

Deferred Scratch.  The Deferred Scratch option defers
all scratch and uncatalog operations of archived data sets
until CA-ASM2 has created a duplicate of the tape on
which the data sets reside. This option requires the
appropriate bit to be set in the $MISCOPT field in
$OPTIONS. If this option is not selected, the scratch and
uncatalog take place immediately after the data move to
tape and before the duplex step.

Deferred Scratch provides additional integrity for the
archived data; however, the deletion of data sets could be
considerably delayed if the duplex step, for whatever
reason, fails to complete.

Deferred Scratch is an option for all disk-to-tape archival,
it is not supported for disk-to-disk archival.

Defragmentation.  Volume defragmentation (also
referred to as volume compression) solves the common
problem of the fragmentation of unallocated space on a
volume. A fragmented volume results when data sets
have extended into multiple, noncontiguous extents, and
after numerous deletions of data sets leave gaps of
unallocated space across the volume. Volume
defragmentation is the process by which all free space
extents are consolidated, and movable data sets
rearranged, to produce a volume with the largest possible
contiguous free space areas.

Severe fragmentation can seriously affect system
performance by diminishing I/O access speed and can
result in poor utilization of expensive DASD space.

Differential Backup.  Refers to an incremental backup
of data sets based on the SU60 bit in the Format-1 DSCB
and NOT resetting the SU60 bit after a successful
backup. Thus, each differential backup contains all the
data that has changed since the last full-volume backup.
This type of incremental backup can be useful when
extremely quick turnaround is required for incrementally
recovering a pack.

Disk-to-Disk.  The disk-to-disk feature provides the
option to archive and back up data sets to disk rather than
to tape. The disk archive or disk backup can be thought
of as a Disk Staging Area (DSA) where CA-ASM2 holds
the archive or backup data sets until they can be copied
to tape. Data sets archived or backed up to disk may be
directly retrieved or restored, if required.

Disk Staging Area (DSA).  This is a disk pool identified
by an esoteric unit name or disk SMS storage group that
holds user data sets which CA-ASM2 has archived or
backed up. Data sets in the DSA should be copied to
tape so that multiple copies exist. CA-ASM2 can reload
data sets from the DSA more quickly, but data sets do
not reside in the DSA for the remainder of their life
cycle. As space in the DSA becomes short, older data
sets in the DSA are purged to make room for newer ones.

Disk Staging Area Manager (M2DSAMGR).  The
DSA Manager program manages the data sets within the
DSA. It performs the following functions; copies data
sets from the DSA to tape, purges data sets from the
DSA, and lists the contents of the DSA.

DDSC.  Disk Destination Subcell. This is the subcell
within the UDC that specifically identifies an archived or
backed up data set in the DSA.

DSA.  Disk Staging Area. See description above.
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DVR.  DEFRAG Volume Record. Contains information
such as data and time of the full-volume dump, output
media type, and the tape volume serials used.

Explicit Archive.  This refers to an archive that is run at
a user's request (also called user-initiated).

Explicit Backup.  This refers to a backup that is made at
a user's request (also called user-initiated).

Forward Merge.  Forward merge is a CA-ASM2
process that consolidates unexpired archived or backed up
data sets. Data sets on existing tapes are consolidated on
a new tape and expired data sets encountered on tape are
dropped.

Full-volume dump/restore.  Refers to dumping an entire
DASD volume. $DASDMNT can dump an entire DASD
volume to tape and then restore it in its original format.
The Stand-Alone Restore (SAR) facility uses the
full-volume dumps made by $DEFRAG.

Group Name Modification.  This portion of the
Allocation Manager facility defines the DASD pools by
allowing the user to dynamically reconfigure esoteric unit
names defined to the system. Esoteric unit name groups
are managed by DASD volume serial numbers rather than
unit addresses. Processing is initiated by executing a
batch job at IPL time or when the volume configuration
changes.

Incremental Backup.  The most common
system-initiated backup is known as incremental backup.
Incremental backup automatically backs up data sets that
have been modified since the previous backup. This
permits a more nearly automatic restore if a volume
requires recovery. Optionally, all data sets modified since
the last full volume backup can be backed up.

Incremental Recovery.  Incremental recovery restores an
otherwise unusable DASD volume to its state when it was
last backed up incrementally. This implies that
CA-ASM2 is incrementally backing up modified data on
a volume to complement periodic full-volume backup.

Integrated Product Catalog (IPC).  The CA-ASM2
Integrated Product Catalog which contains information on
every data set backed up or archived by CA-ASM2. It
also contains information on all full-volume dumps
created by the CA-ASM2 full-volume dump utility,
$DEFRAG.

Many fields of data, including Format-1, data class, and
SMS data, are stored in the IPC. The IPC is a
direct-access catalog, allowing for information to be

obtained quickly. It has an ISPF interface for quick
inquiry and update capabilities.

Intelligent Transparent Restore (IXR).  The Intelligent
Transparent Restore facility automatically and
transparently restores archived data sets accessed by a
batch job, time-sharing user, or started task. No manual
process is required of the user. With IXR your
information center can even archive production data sets
since IXR will automatically restore them when
production jobs are scheduled.

Journal.  The journal data set is basically a backup copy
of the IPC. The IPC integrity scheme is based on saving
copies of the IPC at various points in time and on
recording update activity in a separate journal data set.
(The journal should be on a separate DASD volume from
the IPC.) When CA-ASM2 has successfully backed up
the IPC, it clears the journal data set and writes a special
record into the journal which holds the data set name and
volume information of the backup volume(s) just created.
The Journal is then available to record new activity until
the next IPC backup cycle. If the IPC is destroyed, the
journal contains all the information needed to complete a
recovery.

Library Compare Utility.  This utility compares
members of multiple libraries and reports all duplicate
members through a report. This report provides a listing
of all members found on more than one library with the
assembled/compiled date and the link edit date for each
load module or the ISPF last modified and creation dates
for each source member for which ISPF statistics exist.
You can use the information provided by the listing to
eliminate duplicate members on various libraries if it is
not necessary for them to be there.

Logical Data Mover.  A logical data mover moves data
from one location to another using a logical record or
block as the unit of data transfer. The term logical is
used because the data mover requires that the data set
being moved conforms to the logical format (its
self-describing characteristics) in the Format-1 DSCB.
Logical inconsistencies often result in unusable data, and
the logical data mover will generally not process unusable
data.

Migrate.  Migration refers to moving data sets from one
device to another, either tape or disk, while maintaining
immediate access to the data. The migration facility can
migrate both sequential and partitioned nonkeyed data
sets to disk or MSS, but only sequential data sets to tape.
It can reblock data sets to new block sizes that are
compatible with the target volumes. Data sets may be
migrated freely between SMS and non-SMS controlled
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volumes. When moving data sets to SMS controlled
volumes, separate SMS classes may be assigned to each
data set moved, but your information center's ACS
routines may override any or all class specifications.

The migration facility is not limited to the $MIGRATE
program, but is supported by the archive process as well.

Online retrieval.  Online retrieval provides immediate
reload of archived data sets, and immediate recovery of
backed up data sets. This is not recommended if
operational efficiency is a major concern. It is
recommended if convenience to the user is the overriding
objective.

Partial-volume dump/restore.  Refers to dumping and
restoring non-VSAM and ICF VSAM data sets on an
individual or prefix basis. $DEFRAG can do both and
also restore parts of data sets on a relative track within a
data set or CCHH basis, if the data sets have not changed
location on the volume.

Physical Data Mover.  The high-speed physical data
mover copies full cylinders of data and conserves
valuable tape since it does not copy unused tracks. This
type of data mover is faster than the logical data mover
but does not permit device-independent restores.

Preprocessing.  Preprocessing refers to any preliminary
processing step that sets the stage for the actual
processing to be performed. CA-ASM2 features two
preprocessing facilities, the Report Selection and Variable
Processing (CA-RSVP) facility, and GDGMON.
CA-RSVP scans the Volume Table of Contents (VTOCs)
of specified volumes to select candidates for further
processing, such as archive, backup, scratch, compression,
or reporting. GDGMON functions similarly to
CA-RSVP, but it preprocesses GDG data sets whose
relative generation numbers exceed a given value.

Protect data set.  The protect data set allows you to
register data sets that are never to be scratched by
Controlled Scratch. If you find certain data sets
repeatedly being selected for scratch and withheld from
the actual scratch process, you may want to include them
in the Protect data set. The Protect data set can be used
to protect specific data sets. This includes all occurrences
of the data set or occurrences only on specified volumes.

Queue.  When a request to unload or reload a data set is
submitted, the data set name is placed in a queue (a
physical sequential data set) to await further processing.
The various queues (archive, backup, reload, and restore)
are serviced on a regular basis, usually once a day, at
which time the unloads or reloads are performed.

Queue Manager.  The Queue manager facility manages
the CA-ASM2 command queue. The $QM command
lists or deletes queued archive or backup command
entries. You select queued command entries to be listed
or deleted by identifying various fields or combinations of
fields. An alternative to submitting a $QM command is
to use the ISPF Queue Manager panel.

Queued retrieval.  This form of retrieval may use online
facilities for the entry of a reload/restore request, but
performs the actual data reload/restore in a batch run.
The ASM2CMDU procedure is used to perform the batch
run.

Realtime Space Monitor (RTSM).  The Realtime Space
Monitor performs space reporting and disk-to-disk
threshold archiving. RTSM actively monitors SMS
storage groups, unit groups, and volumes for space
availability and utilization. It captures space information
on a time interval basis and records this information in a
data set for later processing. As it records the free space
on the monitored volumes, it determines if the storage
utilization exceeds threshold values defined by your
information center. Threshold archival begins when
RTSM detects the high threshold value and continues
until enough data has been moved to attain the low
threshold value.

Reload.  Reload is the process of transferring data from
an archive medium to an online DASD volume. The
term reload is sometimes used generically to denote the
process of moving data from either an archive or backup
medium to an online DASD volume.

Restore.  Restore is the process of transferring data from
a backup medium to an online DASD volume. A
restore-from-backup is usually performed when the
original online copy has been corrupted.

Retrieval.  This is the process whereby data sets that
have been archived or backed up to tape or disk are
returned to online DASD. CA-ASM2 provides three
ways of retrieving archived and backed up data; online
retrieval, batch retrieval, and queued retrieval. Another
method of retrieving data is through the Intelligent
Transparent Restore (IXR) facility which provides
automatic realtime retrieval of data sets.

Simulated mode.  Live mode is the normal mode of
operation and is assumed unless the $SIMUL SYSIN
parameter is present. In simulated mode, the
$DASDMNT program reports recommended actions for
data sets, but does not execute the operation. Simulated
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mode is especially useful when tuning CA-ASM2 system
parameters or testing your information center exits.

SMS.  1. System Managed Storage.

A philosophy of storage management that has the system
management software making storage management
decisions.

2. Storage Management Subsystem.

Also referred to as DFSMS, a component of IBM's DFP
3.1 and above system that provides a mechanism for
associating Storage, Management, and Data classifications
with individual data sets and also provides a means of
defining disk pools called Storage Groups. CA-ASM2
interfaces with SMS to automatically take care of data set
availability.

Stand-Alone Restore (SAR).  The Stand-Alone Restore
(SAR) facility offers reliable recovery from system
crashes by recapturing the system volume in a stand-alone
environment. SAR is composed of load modules that
form a mini operating system. A separate program
invokes these modules to produce an SAR load tape or
disk, either of which can be used to restore critical
volumes for IPL of the system. The SAR load modules
can be stored on disk and invoked directly from disk
rather than tape, which yields a faster, more efficient
restore.

System-Initiated archival.  Archival increases online
disk space availability by moving infrequently used data
from disk-to-tape or from disk-to-disk. System-initiated
archival (also called system-pass archive) automatically
archives data to tape or disk based on criteria defined by
your information center.

TDSC.  Tape Destination Subcell. This is the subcell
within the UDC that specifically identifies an archived or
backed up data set. If multiple copies of the data set
have been made, there will be one TDSC for each duplex.

Threshold Archival.  Threshold archival provides
maximum disk availability by archiving data sets based
on threshold values defined by your information center.
It is available only as disk-to-disk archival with the
Realtime Space Monitor, but either disk-to-tape or
disk-to-disk with the $TA command.

The Threshold Archiver analyzes a specific volume or
group of volumes to determine if the amount of available
space satisfies installation defined threshold levels. If
sufficient space is available, the threshold archiver simply
terminates. When the threshold is exceeded, it queues
data sets for archival until the threshold is satisfied. The
SMS storage group low threshold value or command

input is used as the threshold value. When archiving is
required, data sets are selected based on inactivity (least
most recently referenced) and data set size.

UDC.  Unload Destination Cell. An IPC record that
identifies a data set that has been backed up or archived
has a UDC. The UDC contains information related to the
whereabouts of that unloaded data set and all of its
duplex copies.

Unload.  Unload refers to the act of archiving or backing
up a data set to either tape or disk. Archive and backup
(unload) operations may be activated by demand or
scheduled.

$COPY.  The $COPY utility allows you to copy input
files of any RECFM to an output print file with the
RECFM or FA, FBA, VA, or VBA. If the RECFM of
the input files specifies ASA control characters, they will
be maintained in the output file. If ASA is not specified,
the first position of the output file is set to a space.

$COPYTP.  $COPYTP is a tape copy utility that creates
copies of CA-ASM2 archive and backup tapes. These
tapes provide backup in case a tape is lost or becomes
unreadable.

$DASDMNT.  This DASD maintenance program is
executed for archive or backup functions. It oversees the
unload process, controlling the data sets selected for
archive or backup based on explicit requests or general
parameters. SYSIN parameters define the mode of
operation of the $DASDMNT run and establish criteria
for the archive or backup run.

$DEFRAG.  The $DEFRAG utility provides full-volume
or partial-volume dump, full-volume restore, selective
data set restore from a full-volume dump, full-volume
defragmentation, and Data Set Placement. $DEFRAG
can defragment (compress) DASD volumes without using
a disk-to-disk copy function. Together with incremental
backup, $DEFRAG provides your information center with
a complete system for backing up and restoring DASD
data.

$GDGMON.  $GDGMON functions as a preprocessor.
It is designed specifically to generate archive, backup, or
migrate commands for data sets contained in generation
data set groups. By inspecting VTOCs of selected
volumes, $GDGMON can generate requests to archive,
backup, or migrate generation data sets whose relative
generation number exceeds a given value. Optionally, it
can scratch, uncatalog, or list selected generation data
sets. SYSIN parameters allow separate actions for
miscataloged and uncataloged GDG data sets.
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$MAINT.  $MAINT is the IPC maintenance utility that
performs CA-ASM2 maintenance functions necessary for
managing archived or backed up data sets. $MAINT
removes logically deleted and expired archive or backup
records from the IPC based on retention period processing
or rules purging versions above an installation-specified
limit. It also handles explicit tape processing requests.

$MIGRATE.  The $MIGRATE utility migrates data sets
from one set of disk volumes to another. It can be
extremely helpful with the problem of quickly moving a
massive number of data sets from one disk device to
another. It may be the preferred way to move data in
situations where many data sets need to be reblocked. It
can reblock data sets to new block sizes compatible with
the receiving volume. It also has the capability of
downward reblocking of load module libraries without
requiring the use of the linkage editor.

$OPTIONS.  The $OPTIONS member of
CAI.PARMLIB allows your information center to
customize CA-ASM2 operations to the unique
requirements of your environment. At the time
CA-ASM2 is installed, your information center specifies
various fields within $OPTIONS.

$PDM.  This is the CA-ASM2 Physical Data Mover. It
is a high-speed physical disk track read/write routine and
operates without regard to normal data set attributes such
as record format, block size and data set organization. It
reads a track(s) up to a cylinder at a time. $PDM has
fast track-image reads and writes because it ignores data

set attributes; this is faster than reading one record at a
time the way a logical data mover does.

$PDMUR.  $PDMUR is an independent utility that can
reload data sets that were unloaded with the CA-ASM2
Physical Data Mover, $PDM. For example, if a data set's
IPC record was deleted but the data set still exists on
tape, you can use $PDMUR to reload the data set.
$PDMUR cannot reload data sets unloaded to the Disk
Staging Area (DSA) or data sets unloaded to tape in
compressed format.

$PDSUR.  $PDSUR is a stand-alone version of the data
mover program used to unload and reload partitioned data
sets in CA-ASM2. $PDSUR is designed to be
compatible with IEHMOVE. That is, $PDSUR uses the
same unloaded format as IEHMOVE with the option of
blocking up to 32K. Thus $PDSUR can reload data sets
unloaded by IEHMOVE, and IEHMOVE can reload data
sets unloaded with $PDSUR (blocked 800). $PDSUR
cannot reload a data set that is spread across two or more
tape volumes. It cannot restore a data set backed up with
$PDM. It cannot reload data sets unloaded to the DSA
or data sets unloaded to tape in compressed format.

$RSVP.  $RSVP is a powerful interactive command that
scans the VTOCs of your disk volumes, system catalogs,
CA-1 Tape Management Catalog (TMC),
CA-DYNAM/TLMS Volume Master File (VMF),
CA-ASM2 Integrated Product Catalog (IPC), the SMS
database, and input transaction files. $RSVP is a
command whereas CA-RSVP is the name of the Report
Selection and Variable Processing product under which
the $RSVP command runs.
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Special Characters
$ACTIVE2 parameter

description 4-94
modes 4-90

$AEXT
parameter 9-6
user exit 9-10

$AI command
description 2-2
examples 2-5
list of CA-ASM2 commands 1-81
operands 2-3
syntax 2-3

$AMAXVER option 13-13, 14-4
$AMINVER option 13-13, 14-4
$ANYPAKS parameter

controlled mode 4-88
description 4-94
free mode 4-88
modes 4-90

$AR command
description 4-61
examples 4-65
ISPF support 4-62
list of CA-ASM2 commands 1-81
operands 4-63
syntax 4-62

$ARCASM2 parameter
description 4-95
modes 4-90

$ARCHEXT parameter
description 4-95
exit mode 4-86
modes 4-90

$ARCHPAK parameter
description 4-93
modes 4-90
system-initiated archival 4-53

$ARCHTKC option 1-97, 4-69, 4-70, 4-113
$AUTHXTU authorization exit 5-15
$BACKUP parameter

description 4-95
modes 4-90

$BI command
description 2-2
examples 2-5
list of CA-ASM2 commands 1-81
operands 2-3
syntax 2-3

$BK command
description 4-74
examples 4-78
ISPF support 4-75
list of CA-ASM2 commands 1-81
operands 4-76
syntax 4-75

$BKUPCHK parameter
description 4-96
modes 4-90

$BKUPPDM option 1-98, 4-105, 4-113
$BKUPTKC option 1-98, 4-113
$BKUTIME option 14-3
$BMAXVER option 13-13, 14-4
$BMINVER option 13-13, 14-4
$CATID

IPC and journal 13-2
parameters 13-26

$CATMRG parameter
description 4-96
modes 4-90

$CATMRG utility
description 13-26
summary report 13-27
unload processing 4-5

$CHNGSER
$MAINT 13-12
description 13-18
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$CI command
description 2-2
examples 2-5
list of CA-ASM2 commands 1-81
operands 2-3
syntax 2-3

$CNVRTOK parameter
modes 4-90

$COMPRES parameter
modes 4-90

$COPY utility 11-9
$COPYTP

ASM2 mode 14-11
description 14-9
duplicate tapes 14-18
IDRC support 14-10
independent mode 14-12
questions 14-17, 14-18
return codes 14-18
unload processing 4-5

$CTLSCDE user exit 3-24
$CTLSCDM user exit 3-23
$CTLSCVE user exit 3-29
$CU command

description 13-8
examples 13-11
list of CA-ASM2 commands 1-81
operands 13-9
syntax 13-9

$CYCLETM parameter
archival 4-53
description 4-97
example 4-54
modes 4-90

$DA command
description 13-5
examples 13-6
list of CA-ASM2 commands 1-81
operands 13-6
syntax 13-5

$DASDMNT
$PWOKAY parameter 4-107
$TSTDATA parameter 4-111
$UTILITY parameter 4-113
archivability analysis 4-49
archival mode 4-89
archive eligibility 4-86
backup mode 4-89
backup requests 4-95
description 4-3, 4-11
disk-to-disk 4-16

$DASDMNT (continued)
DSA 4-12, 4-13, 4-17, 4-18, 4-19, 4-20, 4-21

interface 4-12, 4-13, 4-17, 4-18, 4-46, 4-99
purge 4-17, 4-20, 4-21, 4-93
retention period 4-19

exit mode 4-86
explicit

archive 4-64
explicit backup 4-77
incremental backup 4-71
mode options 4-84, 4-85
name in PPT 4-69, 4-70
non-exit mode 4-86, 4-87, 4-95
override EXPD 4-101
reporting 4-6
RTSM interface 4-46
simulate run 4-109
simulated mode 4-85, 4-86
SMS management class 4-99, 4-114, 4-117, 4-119
storage class 4-99
SYSIN parameter action codes 4-87
system-initiated archival 4-53, 4-54
threshold archival 4-49, 4-115
threshold archival mode 4-89
unload procedures 4-110, 4-118
unload processing 4-5, 4-16, 4-103, 4-105

$DB command
description 13-5
examples 13-6
list of CA-ASM2 commands 1-81
operands 13-6
syntax 13-5

$DEFRAG
$RB command 5-9
ASM2 mode 6-12
ASM2VOLB 6-17
backup procedure 6-17
catalog processing 6-5
compression 1-10, 6-7, 6-22
data set placement 6-2, 6-9, 6-41
DEFRAG30 step 6-17
defragmentation 6-2
description 1-30, 6-1
disaster recovery 15-4
DSP option 6-2, 6-9, 6-41
dump parameters 6-12
duplexing full-volume dump tapes 14-9
dynamic volume restore 6-36
full-volume

dump 6-2
restore 6-2, 6-22

X-8 System Reference Guide



$DEFRAG (continued)
full-volume dump 1-10
ICKDSF 6-5
incremental backup 4-71
indexed VTOCs 6-4
logically

ignorable data sets 1-16, 6-23
unmovable data sets 1-11, 6-8, 6-14

M2INCDFG
description 6-36
parameters 6-39

modes of operation 1-10
no compress restores 6-5
no compression 6-22
NOCOMPRESS option 6-7, 6-22
nocompression 1-10
ONESTEP parameter 6-5
open data sets/catalogs 6-4
parameters

dump 6-12
restore 6-25

partial-volume
dump 6-16
dump/restore 6-2

performance 1-31
REINDEX 6-5
RESERVE 6-3
restore 6-22
restore parameters 6-25
security 6-3
selective restore 6-28
shared

DASD 6-3
processors 6-25

SMS 1-10
SMS support 6-3
VARY command 6-25
VOLSER changes 6-26
volume

compression 1-30
tuning 1-31

volume-dump 6-7
VTOC index 6-5
VTOCIX 6-5
VVDS/catalog processing 6-26

$DEFRSCR parameter
description 4-97
modes 4-90

$DEFSCR 14-9
$DEXT

parameter 9-6

$DEXT (continued)
user exit 9-11

$DFGMAPV
description 11-17

$DFGTIME option 14-3
$DIFBKUP parameter

description 4-98
modes 4-90

$DISKPAK parameter
description 4-98
example 4-54
explicit-request mode 4-85
modes 4-90
system-initiated mode 4-85

$DISKPRT
description 11-17

$DSACLAS parameter
description 4-99
modes 4-90

$DSADAYS parameter
description 4-99
modes 4-90

$DSAMGR parameter
description 4-93
modes 4-90

$DSAUNIT parameter
description 4-99
modes 4-90

$DSEMPTY parameter
description 4-100
modes 4-90

$DUPPOOL
data set format 14-6

$EMPTCOD parameter
description 4-100
modes 4-90

$EMPTYOK parameter
description 4-100
modes 4-90

$ENQTEST parameter
description 4-100
modes 4-90

$ENQTIME keyword 5-25
$EXPBKUP keyword 5-25
$EXPRCHK parameter

description 4-101
modes 4-90

$FM 14-21
$FMIPCU 14-22
$FORMAT utility 14-19, 14-20
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$GDGMON
$AEXT 9-10
archiving data sets 1-34
backing up data sets 1-9
condition codes 9-12
description 9-3
exits 9-10, 9-11, 9-12
GDG exit 9-12
JCL 9-14
migration of data sets 1-44
override table 9-8
parameters 9-5
pattern masking 9-10
retention period 9-9
user

action exit 9-10
data exit 9-11

$GDSOKAY parameter
description 4-101
modes 4-90

$GEXT
GDG exit 9-12
parameter 9-6

$INACTIV parameter
description 4-101
modes 4-90
non-exit mode 4-87

$INCBKUP
parameter description 4-102
parameter modes 4-90

$INCRCVR 5-21
$INCRCVR control statement 5-26
$INTCSG option 4-104
$IXRMAIN program 7-5
$IXRUROX exit 7-13
$KEEP parameter

description 9-5
examples 9-14

$MAINT
control log 13-23
Defrag Volume Records 13-14
description 13-12
detail log 13-23
Disk Staging Area 13-14
DSA purge 4-14, 4-20
examples 13-21
exception log 13-25
IPC ENQ processing 13-14
output 13-23
processing 13-13
SMS management class 4-114, 4-119

$MAINT (continued)
summary log 13-24
tape reporting 13-15
Tape Utilization Report 13-24
unload processing 4-3

$MAXPASS parameter
description 4-103
modes 4-90

$MAXTAPE parameter
description 4-103
modes 4-90

$MCAT parameter 9-6
$MCLMVR 4-69, 4-70
$MDISKOK parameter

description 4-103
modes 4-90

$MIGEXIT exit 8-12
$MIGRATE

$MIGEXIT 8-12
description 8-3
JCL 8-6, 8-13
parameters 8-8, 8-9
SMP/E data sets 8-3
SMS support 8-4
user exit 8-12

$MISCOPT option 4-10
$MISCTLD parameter

description 4-104
modes 4-91
non-exit mode 4-87

$MNTMRG 13-12
$MNTOPT option 13-12, 13-13
$MODIFY2 parameter

description 4-104
modes 4-91

$NEWTAPE parameter
description 4-104
modes 4-91

$NOASSOC parameter
description 4-104
modes 4-91

$NOMERGE parameter
incremental backup 4-71

$NOSAS parameter 4-4
description 4-105
modes 4-91

$NOTCTLD parameter
description 4-105
modes 4-91
non-exit mode 4-87
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$NOTPOOL parameter
description 4-106
modes 4-91

$NTEXIT
$DEFRAG 6-12
ASM2 mode 14-11
description 14-11
tape duplexing 14-9

$ONLYUSE parameter
description 4-106
modes 4-91

$OPTIONS
$AMAXVER 13-13, 14-4
$AMINVER 13-13, 14-4
$ARCHTKC 1-97, 4-69, 4-70, 4-113
$BKUPPDM 1-98, 4-105, 4-113
$BKUPTKC 1-98, 4-113
$BKUTIME 14-3
$BMAXVER 13-13, 14-4
$BMINVER 13-13, 14-4
$CATID 13-2, 13-3
$DFGTIME 14-3
$INTCSG 4-104
$MISCOPT 4-10
$MNTOPT 13-12, 13-13
$PDMOPT 1-98
$PLMTIME 14-3
$PRMTIME 14-3
$RETDAYS 13-5, 13-8, 13-12
$RLDGRP 1-93
$SELDISK 1-93
$SOFTWAR 5-16, 13-2
$SYSTIME 14-3
$TAPPOOL 14-5, 14-9
$TPUNIT 13-18
$TYPEREQ 1-93
$ULMTIME 14-3
$USRTIME 14-3
$VOLGRP 1-93
$VPREFIX 13-2, 13-3
changing 1-90
controlling

$PDM 1-97
number of archive/backup versions 13-13

description 1-90
establishing defaults 1-80
multiple versions 1-90
queued reload 5-16
reloading multivolume data sets 1-93
retention values for archive/backup 14-3
tape pool for $DEFRAG runs 6-10

$OPTIONS (continued)
warning 1-90

$OPTLVL parameter
description 4-106
full-volume dump 6-12
modes 4-91

$OVRD parameter 9-7
$PAQUIRE parameter

modes 4-91
$PDM

See also Physical data mover
$OPTIONS 1-97
$PDMUEXT exit 1-98
description 1-97

$PDMOPT option 1-98
$PDMUEXT user exit

$DEFRAG 6-14
$PDM 1-98

$PDMUR
description 11-2
examples 11-3

$PDSUR
description 11-5
examples 11-8
operands 11-7
vs IEHMOVE 11-5

$PERM parameter 9-7
$PLMTIME option 14-3
$PRMPASS parameter

description 4-107
modes 4-91

$PRMTIME option 14-3
$PROTECT command

description 3-13
keywords 3-12
list of CA-ASM2 commands 1-82

$PURGETP
$MAINT 13-12
description 13-12

$PWOKAY parameter
archive restrictions 4-69
backup restrictions 4-70
description 4-107
modes 4-91

$QM command
description 4-119
examples 4-125
ISPF support 4-120
list of CA-ASM2 commands 1-81
operands 4-122
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$QUALIFY parameter
description 4-107
modes 4-91
non-exit mode 4-87

$RA command
description 5-3
examples 5-8
ISPF support 5-3
list of CA-ASM2 commands 1-81
online reload 5-2
operands 5-5
queued retrieval 5-16
syntax 5-4

$RB command
$DEFRAG 5-9
$PDM 5-9
description 5-9
examples 5-14
incremental backup 5-9
ISPF support 5-9
list of CA-ASM2 commands 1-81
online reload 5-2
operands 5-11
queued retrieval 5-16
syntax 5-10

$RECATLG parameter
data set organization 1-96
description 4-108
migrated data sets 8-2
modes 4-91
transparent access 5-20

$RELDEXT exit 5-16
$RETDAYS option

$CU 13-8
$DA/$DB 13-5
$MAINT 13-12

$RSVP
list of CA-ASM2 commands 1-82
preprocessor 9-2

$RX command
description 5-18
examples 5-19
operands 5-18
syntax 5-18

$RXQEXIT user exit 5-16
$RXQUMON 5-16
$SCANIPC keyword 5-25
$SCRATCH command

description 3-17, 3-18
keywords 3-17
list of CA-ASM2 commands 1-82

$SIMUL parameter
description 4-109
modes 4-91

$SM command
description 12-5
example 12-9
list of CA-ASM2 commands 1-82
operands 12-7
reporting 2-9
syntax 12-6

$SMSRTPD parameter
description 4-109
modes 4-91

$SMSVOL2 parameter
description 4-110
modes 4-91

$SMSVOL2 parm 4-116
$SOFTWAR option

IPC and journal 13-2
queued reload 5-16

$STGROUP
parameter modes 4-91

$STGROUP parameter
description 4-110

$SU60 4-111
parameter modes 4-91

$SU60 parameter
description 4-111

$SYSBKUP 4-111
parameter modes 4-91

$SYSBKUP parameter
description 4-111

$SYSTIME
option 14-3
parameter

description 4-111
modes 4-91
retention period 4-72

$TA command
list of CA-ASM2 commands 1-82
parameters 4-47

$TAPEDP
description 11-16

$TAPPOOL
data set format 14-6

$TAPPOOL option 14-5, 14-9
$TPUNIT option 13-18
$TSTDATA parameter

description 4-111
modes 4-91
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$UA command
description 13-7
examples 13-8
list of CA-ASM2 commands 1-81
operands 13-7
syntax 13-7

$UB command
description 13-7
examples 13-8
list of CA-ASM2 commands 1-81
operands 13-7
syntax 13-7

$UCAT parameter 9-5
$UGROUP parameter

description 4-112
modes 4-91

$ULMTIME option 14-3
$UNMVCOD parameter

description 4-113
modes 4-91

$US command
description 12-2
examples 12-3
list of CA-ASM2 commands 1-82
reporting 2-10
syntax 12-2

$USRPASS parameter
description 4-113
modes 4-91

$USRQ parameter 9-7
$USRTIME option 14-3
$UTILITY

$PDM 1-97
description 4-113
parameter modes 4-91

$VLIST 1-57
description 2-11
VSAM reporting 1-92

$VPREFIX option 13-2
$VSAMRXT exit 5-5
*SELECT 6-28
&QUALIFY

default high-level index 1-87
default prefix 1-83

&ZERORC 1-83
=CA IXR operator command 7-33
=CD IXR operator command 7-36
=DA IXR command 7-30
=DD IXR operator command 7-35
=DO IXR command 7-34

=STOP$IXR command 7-28
=TD IXR operator command 7-35
=TO IXR operator command 7-34

Numerics
213 intercept 7-18
26A intercept 7-17
3420 1-3
3480 1-3
3480 IDRC 14-10
3490 1-3

A
ABEND

data mover 15-3
IPC 15-2

ABEND-AID product 7-7
ACF2

See CA-ACF2
ACS

$MAINT 1-69
IXR 1-40, 7-1
migration 8-1
recovery 1-15
restore 1-18
retrieval 1-37

AGE keyword 3-13
Aging

archival 4-53
backups 1-12
CLOSE modification 4-71
incremental backup 4-71
OPEN modification 4-71
operating system modifications 4-71

AIX support
$NOASSOC parameter 4-104
IXR 7-1
reload 5-3
restore 5-9
selective restore 6-34
unload 4-104

Allocation
description 1-4
request rejected 1-30
space management 1-25

Allocation LOCATE intercept 7-17
Allocation Manager

ACUEDSNS routine 10-32
ACUESDPM routine 10-31
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Allocation Manager (continued)
Allocation Manager Table

description 10-10
processing logic 10-24

AMCUSREX 10-29
AMEAMTU Table utility 10-10
AMEGNMP 10-3
batch job sample 10-25
BUILD function 10-10, 10-12, 10-26
CAAM-R501 10-26
CAAM-R502 10-26
CAAM-R510 10-7
CAAM-R511 10-7
CAAM-R512 10-7
Criteria Report 10-26
deactivating 10-13
description 1-5, 10-1
Eligible Devices Table 10-3
exit 10-29
Group Name Modification 1-5, 10-2, 10-3
Group Name Modification Report 10-7
Group Name to Unit Cross-Reference 10-7
interfaces 10-2
LIST function 10-10, 10-12, 10-26
LOAD function 10-11, 10-12
private volumes 10-16
processing AMT 10-24
reports 10-7, 10-26
return codes 10-24
standards enforcement 1-6, 10-2, 10-10
Table utility

description 10-10
report 10-26, 10-27

TEST 10-4
TSO 10-2, 10-34
unit override 10-2, 10-10
Unit to Group Name Cross Reference 10-7
user exit 10-29

ALLOUSED parameter 8-9
Alternate Index

See AIX support
AMCUSREX 10-29
ANALYZE keyword 13-30
ANDIFx

description 3-18
operators 3-14, 3-18

ANDx
description 3-18
operators 3-13, 3-18

ARCH.ARCLOG 14-20

Archive
$AI command 2-2
$AR command 4-61
$CI command 2-2
$DA command 13-5
$GDGMON 4-2
$RA command 5-3
action codes 4-87
archival mode 4-89
ASM2EXPA procedure 4-85
ASM2EXPP procedure 4-85
ASM2SYSA procedure 4-85
CA-RSVP 4-2, 4-64
catalog

inquiry commands $AI/$CI 2-2
report 2-11

cleanup mode 4-89
controlled mode 4-88
controlling number of versions 13-13
controls for managing space 1-29
deferred scratch 4-10
delete command $DA 13-5
description 4-1
disk-to-tape 4-4
exception log 4-54
exit

mode 4-86
parameter 4-95

explicit 1-35
JCL 4-64
overview 4-61
types of archival 4-2

explicit archive
CA-RSVP 4-64

explicit-request mode 4-85
facilities 1-33
free mode 4-88
generation data sets 4-101
inquiry 2-2
IPC

inquiry 2-2
record information 4-1

ISPF panel 1-39
JCL 4-54
live mode 4-85
logical request queue 4-67
logs 4-54
main log 4-54
model data sets 4-69
modes 4-84
non-exit mode 4-86
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Archive (continued)
number of data set versions in IPC 4-3
output 4-55
parameters 4-89
preprocessing 1-34
preprocessing requests 4-2
procedures

ASM2EXPA 1-94, 4-64
ASM2EXPP 1-94, 4-64
ASM2SYSA 1-94, 4-53

processing 4-5, 4-12
queued reloads 1-38
recataloging 4-108
reload 1-38, 1-91, 5-2, 5-3
report samples 4-55, 4-57, 4-58
restrictions 4-68
retention periods 14-3
retrieval 1-37, 5-1, 5-2
simulated mode 4-85
summary log 4-54
sysin parameters 4-89, 4-93
system-initiated 1-34, 4-2, 4-52
system-initiated mode 4-85
tape

duplexing 1-33, 14-9
retention 1-33, 14-3

threshold 1-36
threshold archival mode 4-89
threshold-driven 4-2, 12-11
types 4-2
update IPC 13-7
user-initiated 4-61
user-inititated 4-2
vs. migration 8-2
VSAM reloads 1-91, 5-2

Archive Procedure
ASM2DEXA 4-14
ASM2DEXP 4-14
ASM2DSYA 4-14

ARCPARMS data set 4-92
arhive/backup controls

SMS 4-114
Arithmetic symbols (syntax diagrams) 1-104
ASM2 Command Processor

See ASM2CMDU
ASM2 mode

$COPYTP 14-9, 14-11
$DEFRAG 6-12

ASM2 parameter 6-12
ASM2.PARMLIB 4-53, 4-86, 4-92

ASM2BKUP procedure 13-28
ASM2CMDU

$RX command 5-18
$RXQUMON 5-16
batch retrieval 5-1, 5-15
description 1-83
incremental recovery 5-21
reload batch processing 5-18

ASM2CPYT procedure 14-9, 14-12, 14-14
ASM2CSCR procedure

scratch
execution phase 3-28
selection data set 3-27
service segment 3-39

ASM2DEXA archive procedure 4-14, 4-18, 4-113
ASM2DEXA procedure 4-64
ASM2DEXB backup procedure 4-14, 4-18, 4-77, 4-95
ASM2DEXP archive procedure 4-14, 4-18, 4-107
ASM2DEXP procedure 4-64
ASM2DFGR procedure

DSP option 6-46
examples 5-27, 6-39
JCL 6-36
M2INCDFG 5-21

ASM2DSYA archive procedure 4-14
ASM2DSYA procedure 4-53
ASM2DSYB backup procedure 4-14
ASM2EXPA procedure 1-94, 4-64, 4-85
ASM2EXPB procedure 4-77
ASM2EXPP procedure 1-94, 4-64, 4-85
ASM2FMRG procedure 14-21
ASM2INCR procedure

examples 5-27
incremental recovery 5-21
JCL 5-24
reloading data 5-26

ASM2INIT procedure 1-95
ASM2LCU procedure 11-12
ASM2LSTT procedure 14-17
ASM2MEXA procedure 4-18
ASM2MEXB procedure 4-19
ASM2MEXP procedure 4-18
ASM2MNT procedure 13-16
ASM2MNTA procedure 13-12, 13-16
ASM2MNTB procedure 13-12, 13-16
ASM2MRGB procedure 4-71, 13-26
ASM2MSYA procedure 4-18
ASM2MSYB procedure 4-18
ASM2PCUL procedure 3-34
ASM2PDMR procedure 11-2
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ASM2PROT macro 3-4, 3-12, 3-16
ASM2PRUL procedure 3-10, 3-35
ASM2PUUL procedure

JCL 3-32
Protect data set Update Utility description 3-6
Protect data set Update Utility report 3-8

ASM2RCVR procedure 13-28
ASM2RETU procedure 5-18
ASM2RORG procedure 13-39
ASM2SARD procedure 15-5
ASM2SART procedure 15-5
ASM2SMON procedure 4-53, 12-14
ASM2SREP procedure 12-21
ASM2SRUL procedure 3-38
ASM2SSEL procedure 3-11, 3-36
ASM2SUUL procedure 3-26, 3-37
ASM2SYSA procedure 1-94, 4-53, 4-85
ASM2SYSB procedure 4-71, 4-73
ASM2THRA procedure 4-49, 4-53
ASM2VOLB

specifying parameters 6-17
ASM2VOLB procedure 6-17
ASM2VSCL procedure 2-11
ASY option 7-21
ASYNC response 7-12, 7-19
Attention key 7-12
Authorization exit 5-15
Automatic

asynchronous requests option 7-21
startup 7-28

Automatic Class Selection
See ACS

Automatic purge
DSA 4-17

Automatic volume selection 4-16
Autorecycle processing 13-13
Availability analysis 7-9

B
Backup

$BI command 2-2
$BK command 4-74
$DB command 13-5
$GDGMON 4-2
action codes 4-87
ASM2EXPB procedure 1-94
ASM2SYSB procedure 1-94
BACKUP keyword 13-30
backup mode 4-89
CA-RSVP 4-2

Backup (continued)
catalog inquiry command 2-2
cleanup mode 4-89
controlled mode 4-88
controlling number of versions 13-13
delete command 13-5
description 4-1
differential 1-12, 4-71, 4-97
disk-to-tape 4-4
DSA 4-16, 4-31
exception log 4-72
excluding data sets from 4-107
explicit 1-13, 4-2, 4-74
explicit-request mode 4-85
facilities 1-9
free mode 4-88
full-volume 4-2
incremental 1-11, 4-2, 4-70
integrity 13-33
IPC

BACKUP keyword 13-30
inquiry 2-2
record information 4-1

ISPF panel 1-19
keyword 13-30
live mode 4-85
logs 4-72
main log 4-72
model data sets 4-70
modes 4-84
non-exit mode 4-86
number of data set versions in IPC 4-3
parameters 4-89
preprocessing 1-9
preprocessing requests 4-2
procedure

ASM2EXPB 1-94
ASM2SYSB 1-94

processing 4-5, 4-12
queued restores 1-18
recovery

command 5-9
description 5-1
incremental 5-21

reload VSAM 1-91
restores 1-18
restrictions 4-69
retention periods 14-3
simulated mode 4-85
summary log 4-72
sysin parameters 4-89, 4-93
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Backup (continued)
system-initiated 4-2
system-initiated mode 4-85
tape

duplexing 14-9
retention 14-3

types 4-2
update IPC 13-7
user-initiated 4-74
volume 1-10

Backup Procedure
ASM2DEXB 4-14
ASM2DSYB 4-14

 Backup Recovery Element 13-33
BACKUPS startup parameter 7-1
Batch

commands 1-82
reloads 1-38
reporting 2-11
restores 1-18
retrieval 5-1, 5-15

Billing
DASD 1-51

BLOCK parameter 8-9
BLP processing

$COPYTP 14-9
transparent access 5-20

Bypass Label Processing
See BLP processing

C
CA-1

interface 1-74
tape

interface 1-74
CA-ACF2

$DEFRAG 6-3
interface 1-77, 1-99
migration 8-3

CA-ASM2
command queue 4-119
commands 1-80
exits 1-98
operating environment 1-2
overview 1-1
procedures 1-80, 1-85
recovery 15-1
storage requirements 1-2
without exits 1-99

CA-Dynam/TLMS 14-1
interface 1-74

CA-FastDASD
$DEFRAG 1-11
DSP option 1-11, 6-41
interface 1-78
volume tuning 1-31, 6-2

CA-JCLCheck 1-79
CA-RSVP

$DA/$DB commands 13-13
DASD billing 1-51
description 2-9
display retention status 14-3
explicit archive requests 4-64
migration 8-3, 8-5
monitoring 1-49
preprocessing 1-50, 1-99
releasing space 12-32
reporting 1-49
VSAM reporting 1-92

CA-TCC (CA-Total Client Care) 16-5
CA-TLC: Total License Care 16-8
CA-Top Secret

interface 1-99
migration 8-3
security interface 1-77

CAI.CAILIB 15-3
CANCEL IXR command 7-30
CAT parameter 8-9
Catalog

See also IPC
$AI command 2-2
$BI command 2-2
$CI command 2-2
$CU command 13-8
$MAINT 13-12
data sets inquiry 2-2
inquiry command 1-65, 2-2
listing archive/backup data sets 2-2
maintenance

overview 13-1
processing 13-13

management commands 1-65
processing 6-5
reorganizing 13-39
update

$CU command 13-8
update commands 1-67, 13-5

CATALOG parameter 6-13
CATID parameter 13-31
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CENTER parameter 6-13
Change bit

CLOSE modification 4-71
incremental backup 1-12, 4-71
OPEN modification 4-71
operating system modifications 4-71

CLOSE modification
aging 4-71
change bit support 4-71
IDA0192C 4-72
SU60 support 4-71
VSAM 4-72

CLUSTER keyword 3-13, 3-18
CND option 7-20
CNVRTOK parameter

description 4-97
Comma

repeat symbol, use in 1-107
Command

See also Commands
mode 1-80
notation 1-80

Commands
See also Command
$AI 2-2
$AR 4-61
$BI 2-2
$BK 4-74
$CI 2-2
$CU 13-8
$DA 13-5
$DB 13-5
$QM 4-119
$RA 5-3
$RB 5-9
$RX 5-18
$SM 12-5
$UA 13-7
$UB 13-7
$US 2-10, 12-2
batch 1-80, 1-82
catalog update 13-5
interactive 1-80
IPC update 13-5
ISPF support 1-80
IXR

operator 7-27, 7-37
options 7-33

list of CA-ASM2 1-80
queue management 4-119
TSO 1-80, 1-82

Commands (continued)
update catalog 13-5

COMPRES parameter
description 4-97

Compression
description 1-30
mode 1-10
partitioned data sets 12-5
volume 1-30, 6-1

COMPRESSION(x)
"M2DSAMGR 4-23

subparameter" 4-23
Concurrent runs 1-94, 4-72
CONDCOMP parameter 6-14
Configuration 1-62
Continuation character 1-87
Controlled scratch

$CTLSCDE user exit 3-24
$CTLSCVE user exit 3-29
$PROTECT command

ASM2PROT macro 3-12
description 3-12
examples 3-16
keywords 3-12
program 3-4

$SCRATCH command
description 3-17
keywords 3-17, 3-19

ASM2PROT macro 3-4
benefits 3-3
data set selection 3-4
description 1-47, 3-1
Exception report 3-31
execution phase 3-2, 3-28
GDGs 3-4, 3-7, 3-13
general protect criteria 3-4
HOLD statement 3-26
hold utility 3-26
holding data sets 3-2, 3-5, 3-11, 3-26, 3-27
inherent protection 3-5
methods 3-2
prior requirements 3-3
Protect

program 3-4
table 3-4

Protect data set
copying 3-9
description 3-5
maintaining 3-6
update utility 3-6
use 3-6
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Controlled scratch (continued)
releasing space 12-32
selection data set 3-2, 3-11, 3-13, 3-19, 3-24, 3-28,

3-30
selection phase 3-2, 3-3, 3-5, 3-6, 3-11, 3-12, 3-23,

3-25
Status report 3-30
user exits

$CTLSCDE 3-24
description 3-5
scratch determination 3-23
scratch verification 3-29

VSAM data 3-13, 3-18
Conventions for naming data sets 1-87
COPIED

"M2DSAMGR 4-23
subparameter" 4-23

Copy
$COPY utility 11-9
files 11-9

COPY command
description 4-29
DSA to tape 4-14, 4-20
parameters 4-22
use 4-30, 4-31

CYLINDER parameter 8-9
CYLS keyword 3-22

D
DA

See Direct access data sets
DASD

billing 1-51
data sets 14-19
reporting 1-49
shared environment 1-94
space maintenance 12-1

Data
integrity 1-7
migration 1-44

Data compression
On tape 4-23

DATA keyword
$SCRATCH 3-18
description 3-13

Data mover
$DEFRAG 1-30
$PDM 1-97
$PDMUR 11-2
ABENDs 15-3

Data mover (continued)
backups 1-10
considerations 1-95
physical 1-97
recovery 1-15
SAS 4-4

Data set
$US command 2-10
archive restrictions 4-68
backup restrictions 4-69
direct access 1-96
disk usage 2-10
indexed sequential 1-96
listing recataloged data sets 4-108
multivolume support 1-93
naming conventions 1-87
organizations 1-96
partitioned 1-96
pattern masks 1-88
usage command 2-10, 12-2
VSAM 1-96

Data set level controls 4-117
Data Set Placement

See DSP option
DATASPACE keyword 3-13, 3-18
Default values (syntax diagrams) 1-108
Deferred scratch 14-11

$COPYTP 14-9
data integrity 1-76
description 1-33, 4-10
TPBKUP70 step 4-5

Define Recatalog command 6-32, 6-34
DEFRAG

See $DEFRAG
Defragmentation

$DEFRAG 1-30
description 1-30, 6-2
JCL 6-8
logically

ignorable data sets 6-23
unmovable data sets 6-8, 6-14

no compression 6-14, 6-26
partial-volume dump 6-16
restore 6-22
security 6-3

Delimiters
syntax diagrams, use in 1-105

Device types 1-2
DF/EF 1-95
DFR option 7-18

Index X-19



Differential backup 1-12, 4-71, 4-97
Direct access data sets 1-96
Disaster recovery

CA-ASM2 15-1
facilities 1-22
incremental recovery 15-4
IXR 5-28, 7-1, 7-9, 15-4
objectives 1-21
planning 1-21

Disk space management 4-1
Disk Staging Area

$DASDMNT interface 4-12, 4-13, 4-17, 4-46, 4-99,
4-118, 12-11

$MAINT interface 13-14
$PDMUR interface 11-2
$PDSUR interface 11-5
archive 1-33
automatic purge 4-17
backup 1-13, 4-16, 4-31
bytes counters 4-43
capacity 4-19
catalog entry 4-22
compression 4-97
contents 4-20
contents list report 4-39
COPY command 4-29

parameters 4-22
copy processing 4-41
copy processing report 4-41
data set location 4-23
description 4-19
disk pool 1-9
DSA to tape copy duplex 14-11
dsname structure 4-70
esoteric unit name 4-12, 4-38, 4-99
expired data sets 4-32
full-volume backup 1-10
identifying target 4-12
identifying volume 4-24
incremental backup 1-11, 1-13
IXR 7-1, 7-9, 7-10
JCL 4-21
LISTDisk Staging Area command

parameters 4-22
LISTDSA command 4-33
listing contents 4-20, 4-21, 4-22, 4-33, 4-34, 13-15
managing 4-20
maximum days 4-12
MOVE command 4-20, 4-29
multiple 4-23
multivolume data set 4-100

Disk Staging Area (continued)
out-of-space 4-13
private volumes 10-4
processing log 4-38
processing totals report 4-43
PURGE command 4-31, 4-32, 4-34

parameters 4-22
purge processing report 4-42
purging 4-13, 4-14, 4-19, 4-20, 4-21, 4-22, 4-23,

4-29, 4-42, 4-93, 13-15
reloads

IXR 7-35
reloads from IXR 7-35
removing copies 4-12
retention period 4-12, 4-19, 4-20
selecting data sets 4-25, 4-26, 4-27
setting up 4-19
simulation 4-33, 4-109
size 4-28
SMS control 4-12
storage class 4-99, 4-100
summary statistics 4-68
system-initiated archive 1-34
target 4-11, 4-99
threshold archival 4-20
to tape 4-12, 4-14, 4-19, 4-20, 4-22, 4-29, 13-14
tuning size 4-22
unload run 4-96
unloads 4-18
utilization 4-44
volume serial number 4-27

Disk-to-disk
archival 1-33, 4-11, 12-13, 12-18, 12-20
backup 1-9, 4-12, 8-12
copy function 6-1
deferred scratch 4-54
incremental backup 4-74
reloads

IXR 7-1, 7-9, 7-10
sample output 4-17
simulated 4-18
SMS storage group 4-73
threshold archiving 12-11
unload mode 4-17
unloads 4-11

procedures 4-14
processing 4-12

DSA
See Disk Staging Area

DSCBCOPY parameter 8-9
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DSP option
$DEFRAG 1-11
$DEFRAG use 6-2
ASM2DSP DD statement 6-9, 6-43
benefits 6-41
description 6-41
examples 6-46
library 6-2, 6-9, 6-42, 6-43, 6-45
member name format 6-43
SYSUNMOV DD statement 6-9
volume tuning 1-31

Dump
$DISKPRT 11-17
$TAPEDP 11-16

DUMP IXR command 7-29
Dump volume 6-1, 6-7
Duplexing tapes 14-9

DSA to tape copy 14-11
Duplicate members 11-12
Dynamic

tape allocation 5-2
volume restore 6-36

Dynamic allocation intercept 7-17

E
Environment 1-2
Examples

$AI command 2-5
$AR command 4-65
$BI command 2-5
$BK command 4-78
$CI command 2-5
$DEFRAG

selective restore 6-30
volume dump 6-20
volume dump-restore 6-48
volume restore 6-27

$PDSUR 11-8
$QM command 4-125
$RA command 5-8, 5-14
ASM2CMDU 1-84
ASM2INCR 5-27
Controlled Scratch 3-16, 3-21, 3-32
DSP option 6-46
incremental backup 4-73
M2INCDFG 6-39
parallel runs 1-95

Exit mode 4-86
Exits

$AEXT 9-10

Exits (continued)
$AUTHXTU 5-15
$CTLSCDE 3-24
$CTLSCDM 3-23
$CTLSCVE 3-29
$DEXT 9-11
$GDGMON 9-10, 9-11, 9-12
$IXRUROX 7-13
$MIGEXIT 8-12
$NTEXIT 6-12, 14-9, 14-11
$PDMUEXT 6-14
$RELDEXT 5-16
$VSAMRXT 5-5
also see User exits 11-1
AMCUSREX 10-29

Expanding CA-ASM2 data sets 14-20
Expiration date

Grouping by ... on tape 4-30
Expired data sets

DSA 4-32
Explicit

archive 1-35, 4-2, 4-61
backup 1-13, 4-2, 4-74
restore 1-17, 5-9
retrieval 1-37, 5-3

Explicit backup
output 4-79
report samples 4-79, 4-80, 4-81

F
Features summary 1-101
Fictitious VOLSER 4-108
Force reload option 7-23
Forward Merge

$MAINT 1-69
description 1-76, 14-21
minimizing 4-30
output 14-23
return codes 14-25

FRC option 7-23
FREETIME keyword 5-26
Full-volume

backup 1-10, 4-2
dump 6-7
restore 1-16, 6-22

G
GDG

$GDGMON 9-3
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GDG (continued)
Allocation Manager 1-6
archiving 1-34
backing up 1-9
keyword for Controlled Scratch 3-13
maintenance 9-3
migrating 1-44
preprocessing 1-9
reload from archive 5-3
restore from backup 5-9

Generation Data Group
See GDG

Generation Data Set
See GDG

Generation data sets
archive restrictions 4-69
backup restrictions 4-70

Glossary X-1
Group Name Modification

Allocation Manager 1-5
description 1-62
program 10-3
report 10-7

Group Name to Unit Cross-Reference Report 10-8

H
Head contention 6-41
HSM

CA-ASM2 coexistence 4-115
level 1 storage 4-114

I
IAS option 7-22
ICF

catalog 1-95
selective restore of ICF VSAM 6-32

ICKDSF 6-5, 6-26
IDA0192C 4-72
IDCAMS

IPC backup copies 4-3
VSAM 1-92, 4-69, 4-70
VSAM clusters 4-62, 4-75

IDRC support 14-10
IEWLF880 10-12
IFG0196W

modification 4-72
Inactive data 4-52
Incremental backup

$RB command 5-9

Incremental backup (continued)
aging 4-71
base date and time 4-71
change bit support 1-12, 4-71
data set organizations 4-71
description 1-11, 4-2, 4-70
differential 4-71, 4-97
examples 4-73
JCL 4-73
multiple concurrent runs 4-72
SU60 1-12, 4-71
SYSIN 4-71
tapes 1-12
VSAM 4-71

Incremental recovery
$DEFRAG records in IPC 1-64
$INCRCVR 5-26

Y2K control statement 5-26
control statement 5-26

Y2K 5-26
description 1-17, 5-1, 5-21
target volume 5-27
with $DEFRAG 1-22

Indexed
sequential data sets 1-96
VTOC 6-5, 6-26

INDEXTOTALS keyword 3-22
Inquiry IPC 2-2
Installation

with CA-ACTIVATOR 16-3
without CA-ACTIVATOR 16-3

Installation override facility 7-13
INT option 7-19
Integrated Product Catalog

See IPC
Integrity 1-7, 1-96
Intelligent Transparent Restore

See IXR
Interactive

commands 1-80
reporting 2-1

Interactive asynchronous requests 7-22
Interfaces

Allocation Manager 10-2
CA-1 1-74
CA-ACF2 1-77, 1-99
CA-Dynam/TLMS 1-74, 14-1
CA-FastDASD 1-78, 6-41
CA-JCLCheck 1-79
CA-Top Secret 1-77, 1-99
RACF 1-77, 1-99
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Interfaces (continued)
security system 1-99
STOPX37 7-24
tape 14-1
user exits 1-98

Internet, Computer Associates site 16-5
IPC

$AI command 2-2
$BI command 2-2
$CATID 13-2
$CATMRG 13-26
$CI command 2-2
$CU command 13-8
$MAINT

description 13-12
detail log 13-23

$UA command 13-7
$UB command 13-7
analyzing 13-30
archive and backup management 1-65
archived data sets 1-33
backup

copies 4-3
data sets inquiry 2-2

backup and recovery utility 13-28
backup integrity 13-33
BACKUP keyword 13-30
CA-RSVP 1-50
catalog

ID 13-2
creation 13-2
damaged 13-33
data sets inquiry 2-2
defining 13-3
description 1-64, 13-1
ENQ processing 13-14
inquiry

commands 2-2
integrity 4-3, 13-1, 13-19, 13-33
ISPF panels

catalog maintenance facility 1-70
interface 1-68

listing archive/backup data sets 2-2
logically deleted records 13-13
M2PCBRU 13-28
maintenance 1-69

$MAINT utility 13-12
overview 13-1
processing 13-13

management commands 1-65
merge processing 13-26

IPC (continued)
merging - system ID 4-96
record information 4-1
records logically deleted 13-13
RECOVER 13-30
recoverability 1-21, 15-2
recovery 13-33
reorganizing 13-39
system ID 4-96, 13-26
update

$CATMRG utility 13-26
$CU command 13-8
archive command 13-7
backup command 13-7
commands 13-5

update commands 1-67
IPC access

IPC-ENQTIME subparameter 4-25
IPC-FREETIME subparameter 4-25

IPC-ENQTIME(x)
"M2DSAMGR 4-25

subparameter" 4-25
IPC-FREETIME(x)

"M2DSAMGR
subparameter" 4-25

ISPF panels
archive command 4-62
Archive Utility 1-39
backup command 4-75
Backup Utility 1-19
CA-RSVP 1-52
Catalog Inquiry or Update 1-68
catalog maintenance facility 1-70
command support 1-80
Disk Space Management Utility 1-28
Queue Manager 1-61
queue manager command 4-120
queued reloads 5-16
recataloged data sets 4-108
reload command 5-3
restore command 5-9
Saved Commands Table 1-53

IXR
$IXRMAIN program 7-5

DD statements 7-6
$IXRUROX 7-13
$OPTIONS module name 7-7
213 abend 7-20
213 intercept 7-18
26A intercept 7-8, 7-17
26J intercept 7-23
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IXR (continued)
26V intercept 7-8, 7-18
522 option 7-20
ABEND-AID product 7-7
ACS routines 7-1
activating processing 7-16
activity

indicator messages 7-20
summary 7-31

AIX support 7-1
allocation LOCATE intercept 7-17
as batch job 7-5
as started task 7-5
ASY option 7-21
ASYNC response 7-9, 7-12, 7-19, 7-22
asynchronous processing 7-12
attention key 7-12
automatic

asynchronous requests option 7-21
startup 7-28

automatic retrieval 1-40
availability analysis 7-9
available data sets 7-8
backup unloads 7-1
BACKUPS startup parameter 7-1
batch jobs 7-1, 7-28
batch mode 7-2
CA-ASM2 message library 7-7
CA-JCLCheck 1-79
cancel

device command =CD 7-36
reponse 7-11

CND option 7-20
commands

=CA 7-30, 7-33
=CD 7-36
=DA 7-30, 7-31
=DD 7-35
=DO 7-34
=STOP$IXR 7-28
=TD 7-35
=TO 7-34
CANCEL 7-30, 7-33
default 7-27
description 7-27
display options =DO 7-34
DUMP 7-29
modify option settings command =TO 7-34
qualifiers 7-31
START 7-27

completion status 7-10

IXR (continued)
conditional reload processing option 7-20
controlling number of simultaneous reloads 7-1
deactivating processing 7-16
defer reloads until OPEN option 7-18
denying access 7-22
description 1-40, 7-1
detailed display 7-31
device display 7-35
DFR option 7-18
disaster recovery 5-28, 7-1, 7-9, 15-4
disk-to-disk reloads 7-1, 7-9, 7-10
display

current activity 7-30
device command =DD 7-35

DSA reloads 7-35
dynamic allocation 7-19

intercept 7-9, 7-17, 7-19
examples

batch job with multiple steps 7-25
TSO session 7-25

exit interface 7-13
failed allocation 7-23
force reload option 7-23
FRC 7-23
go response 7-11, 7-12
IAS option 7-22
ignore response 7-11
immediate-level options 7-13
individual request data 7-31
inquire request 7-8
inquiry result messages 7-23
installation override facility 7-13
INT option 7-19
interactive

asynchronous requests 7-22
dialog 7-11, 7-12
dialog 'example' 7-11
IAS option 7-22
mode 7-8, 7-11, 7-19

intercepts 7-2, 7-8
IPC definition 7-7
IXRASUBS procedure 7-5
JCL 7-14
JES3 LOCATE intercept 7-23
job

accounting codes 7-5
control statements 7-14
level options 7-13
level staging 7-2, 7-9, 7-18, 7-20, 7-21
log 7-10
staging intercept 7-16
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IXR (continued)
journal definition 7-7
limiting reloads 7-19
log file 7-6
log records 7-6
master option 7-16
MAXDARLD startup parameter 7-1
messages 7-11
modify

options command 7-34
processing options 7-30
tape device allotments 7-30

multiple data sets 7-3
multitasking application 7-8
MVS 522 abends 7-20
MVS subsystem 7-2
non-VSAM OPEN intercept 7-18
online mode 7-2
OPEN abend exit 213 7-8
operating commands 7-27
operator commands 1-42, 7-37
operator intervention 7-27
option

changes 7-14
display 7-34
related commands 7-33

option modification 7-34
options 1-40, 7-16

batch job 7-34
started tasks 7-34
time-sharing 7-34

orderly shutdown 7-28
overview 7-1
prevent 522 abend option 7-20
processing

options 7-8, 7-13
steps 7-7

production data sets 7-1
production jobs 7-1
QUI option 7-20
quiet mode 7-11, 7-20
recovery facilities 1-20
reload

activity 7-19
analysis 7-9
archived data 7-19
completion status 7-22
device command =TD 7-35
options exit 7-13
process 7-10
requests 7-9, 7-22
volume 7-9

IXR (continued)
reloadable data sets 7-8
request

cancel commands 7-32
display commands 7-31
option display 7-34
processing messages 7-20
processing priorities 7-15

request processing priorities 7-3
S99 intercept 7-8, 7-17
SAS 7-6
SEC option 7-22
secondary reload permitted option 7-22
setting request priorities 7-15
setting user options 7-14
shared environment 7-3
SMF records 7-2
SMS support 1-40, 7-1
started tasks 7-1, 7-27, 7-28
starting automatically 7-27
starting manually 7-27
startup parameter validation messages 7-6
startup parameters 7-1, 7-5, 7-6
status indications 7-8, 7-20
status information 7-11
step level staging 7-9
step staging intercept 7-17
step-level options 7-13
step-level staging 7-2, 7-18, 7-21
stopping immediately 7-29
STOPX37 multivolume assist 7-24
subsystem address space 7-2
subsystem JCL 7-5
subsystem steps 7-9
summary display 7-31
summary of activity 7-31
SVC 26 LOCATE 7-23
synchronous reload processing 7-22
system 522 abends 7-20
system ID 7-3
tape device 7-34
tape request cancel 7-36
terminal attention key 7-12
terminating 7-28
transparent restore 5-20
TSO cost accounting 7-2
TSO users 7-1
UJI intercept 7-8, 7-16
unavailable data sets 7-8
user options 7-14
users address space' 7-2
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IXR (continued)
USI intercept 7-8, 7-17
VER option 7-23
verbose mode 7-11, 7-23
VSAM clusters 7-1, 7-18
VSAM OPEN intercept 7-18
VSAM spheres 7-1
wait time limit 7-20
X37 option 7-24

IXR processing options
description 7-16

IXRASUBS procedure 7-5

J
JES3 LOCATE intercept 7-23
Journal

$CATID 13-2
creation 13-2
defining 13-4

K
KBYTES keyword 3-22
KEYRANGE cluster 6-32
Keywords

AGE 3-13
CLUSTER 3-13, 3-18
CYLS 3-22
DATA

$SCRATCH 3-18
description 3-13

DATASPACE 3-13
GDG 3-13
INDEXTOTALS 3-22
KBYTES 3-22
LEVEL

$PROTECT 3-14
$SCRATCH 3-19

LIKE
$PROTECT 3-14
$SCRATCH 3-19

LINES 3-22
MAXSCR 3-14, 3-19
MBYTES 3-22
MSVGP 3-14, 3-19
NONTEMP 3-14
NOSORT 3-22
NOTLIKE 3-15, 3-19
NOTOTALS 3-22
NOTVOL 3-15, 3-19

Keywords (continued)
PCTSCR 3-15, 3-19
PRINT

$PROTECT 3-15
$SCRATCH 3-19

PROTDS 3-15, 3-20
PROTEXPDT 3-15
SORT 3-22
SUBTOTALS 3-22
TOTALS 3-22
TRKS 3-23
USE 3-16
VOLUME 3-16, 3-20

Keywords (syntax diagrams) 1-104

L
Level 1 storage 4-114
LEVEL keyword

$PROTECT 3-14
$SCRATCH 3-19

Library Compare utility
description 11-12
duplicate members report 11-12
multiple libraries 11-12
report example 11-14

LIKE keyword 2-4
$PROTECT 3-14
$SCRATCH 3-19
description 2-4

LIMIT keyword 3-13
LINES keyword 3-22
List Tape Contents procedure 14-17
List utility $VLIST 2-11
LISTCAT parameter 2-12
LISTDSA command

description 4-33
parameters 4-22, 4-33
use 4-34

Listing contents of tapes 14-17
Load balancing 4-16
LODxxx DD statements 14-11
Log, archive 4-54
Log, backup 4-72
Logical data mover

backups 1-10
recovery 1-15

Logical request queue facility 4-67
Logically

deleted IPC records 13-13
ignorable data sets 1-16, 6-23
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Logically (continued)
unmovable data sets 1-11, 1-30, 6-8, 6-14

LOSYS file 4-73
LOxxx DD statements 14-11
LOXXX file 4-18, 4-72, 14-8

M
M2DSAMGR

command convention 4-36
return codes 4-36

M2DSAMGR - DSA Manager 4-20
command descriptions 4-34
command parameters 4-22
COPY command 4-14, 4-30
copying DSA to tape 4-12
deleting DSA data sets 4-12
description of functions 4-20
examples 4-45
messages and feedback 12-16
MOVE command 4-14, 4-20
PURGE command 4-17, 4-20
purging 4-17, 4-93
purging DSA 4-21
reports 4-37

M2INCDFG
description 6-36
examples 6-39
incremental recovery 5-21
parameters 6-39
restoring volumes 6-22

M2PCBRU
description 13-28
examples 13-34
output 13-36

M2THRARC program 4-13, 4-46, 4-47, 4-51, 4-92,
4-108, 4-111

See also Threshold archival
M860 tape devices 1-3
Maintenance

archive controls 1-29
DSP library 6-45
IPC 13-12
objectives 1-23
space management

actions 1-26
commands 1-25
inquiries 1-25

volume compression 1-30
Manager files

expanding 14-20

Masking 1-88
Mass storage

staging 4-63, 4-76
MAXSCR keyword 3-14, 3-19
MBYTES keyword 3-22
Media management 1-48
MERGE50

$DEFRAG 6-17
Migration

$MIGEXIT 8-12
$RECATLG 8-2
CA-RSVP 8-3
data sets to tape 8-2
description 1-44, 8-1
method of operation 8-11
purpose 8-2
recataloging 8-2
security checking 8-3
selecting data sets 8-5
SMS 1-44, 8-1, 8-4
to disk 1-44, 8-3
to tape 1-45
transparent access 8-2
user exit 8-12
vs. archival 8-2
warning 8-3

Model data sets 4-69, 4-70
Model dscbs

See Model data sets
MODIFY CATALOG command 6-4
MOVE command

description 4-29
DSA to tape 4-12, 4-14, 4-20
example 4-43
parameters 4-22
use 4-30

MOVECTLG parameter 6-14
MOVEZERO parameter 8-9
MSVGP keyword 3-14, 3-19
Multidevice support 1-3
Multiple

CPUs 1-94
MVS systems 1-94

Multiple incremental backups 4-16
Multiple runs 4-72
Multiple system-initiated archives 4-16
Multivolume support

data sets 1-93
protect holding from scratch 3-26
protecting from scratch 3-7
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MVS
IXR subsystem 7-2
multiple systems 1-94
PPT 4-69, 4-70
single operation 1-94

N
Naming conventions 1-87
New qualifier for reloaded data set 5-6
NEWQUAL operand 5-6, 5-12
NEWVOL operand 5-6, 5-12
NOABSTR parameter 6-14
NOCOMP/NOCOMPRESS parameter 6-14, 6-26
NODATACOMP parameter 6-14
NODE parameter 8-9
NODFEF parameter 6-14
NOEFCAT parameter 6-14
NOICAT parameter 6-14
NOICF parameter 6-14
NOLSTAR parameter 6-14
Non-Exit mode 4-86
Non-VSAM OPEN intercept 7-18
Nonredundant backup 4-70
NONTEMP keyword 3-14
NOSORT keyword 3-22
Not sign in pattern masking 1-89
NOTLIKE keyword 3-15, 3-19
NOTOTALS keyword 3-22
NOTQNAME(x)

"M2DSAMGR
subparameter" 4-26

NOTVOL keyword 3-15, 3-19

O
On-demand threshold archiving 4-47
ONESTEP parameter 6-4, 6-5, 6-15
Online

recovery 5-2
reloads 1-38, 5-2, 5-3
restores 1-18
retrieval 5-1, 5-2

ONLYCAT parameter 8-9
OPEN

aging modification 4-71
change bit support 4-71
IFG0196W 4-72
non-VSAM 4-72
SU60 support 4-71

Open catalogs 6-4
Operating system

CA-ASM2 1-2
modifications

aging 4-71
change bit support 4-71
CLOSE 1-2, 4-71
OPEN 1-2, 4-71
SU60 support 4-71

OPTBLOCK parameter 8-9
ORIFx operators 3-14, 3-19
ORIGIN(x)

"M2DSAMGR
subparameter" 4-26

ORx operators 3-13, 3-18
OSVTOC 6-5, 6-26
Out-of-space

DSA 4-13, 4-14

P
page=start.Troubleshooting 16-1
Parallel runs 1-94, 4-72
Parameters

$CATID 13-26
$DEFRAG 6-12, 6-25, 6-39
$GDGMON 9-5
$MIGRATE 8-9
archive/backup 4-89

Parentheses
syntax diagrams, use in 1-105

Partitioned data set
See PDS

Password
$GDGMON override table 9-10
$PWOKAY parameter 4-107
dump tape volumes 6-3
master for catalog 2-12
protected data sets 3-5, 4-69, 4-70
tape 14-17

Pattern mask
Queue name

NOTQNAME(x) subparameter 4-26
QNAME(x) subparameter 4-27

Pattern masking
$GDGMON 9-10
$RSVP 9-2
asterisk 1-88
description 1-88
minus sign 1-88
not sign 1-89

X-28 System Reference Guide



PCTSCR keyword 3-15, 3-19
PDM

See $PDM and also Physical data mover
See Physical data mover

PDS
data mover 1-96
unload/reload utility 11-5

PDSRLSE parameter 8-10
Performance

CA-FastDASD interface 1-78
DSP option 1-11
volume tuning 1-31

Phone Services Directory 16-7
Physical data mover

See also $PDM
$DEFRAG 1-30
$PDM 1-97
$PDM and $RB 5-9
$PDM and $UTILITY 4-113
backups 1-10
description 1-97
recovery 1-15

PPT 4-69, 4-70
Preprocessing

$GDGMON 1-9, 9-3
$RSVP 9-2
archival 1-34
backups 1-9
CA-RSVP 1-50
generation data groups 1-9
migration 1-44

Prevent 522 abend option 7-20
PRINT keyword

$PROTECT 3-15
$SCRATCH 3-19

Procedures
ASM2BKUP 13-28
ASM2CMDU 1-83, 5-18, 5-21
ASM2CPYT 14-9, 14-12, 14-14
ASM2CSCR 3-27, 3-39
ASM2DEXA 4-14, 4-18, 4-64, 4-113
ASM2DEXB 4-14, 4-18
ASM2DEXP 4-14, 4-18, 4-64, 4-107
ASM2DFGR 5-21, 5-27, 6-36, 6-39, 6-46
ASM2DSYA 4-14
ASM2DSYB 4-14
ASM2EXPA 1-94, 4-64, 4-85
ASM2EXPB 1-94, 4-77
ASM2EXPP 1-94, 4-64, 4-85
ASM2FMRG 14-21
ASM2INCR 5-21, 5-26, 5-27

Procedures (continued)
ASM2INIT 1-95
ASM2LCU 11-12
ASM2LSTT 14-17
ASM2MEXA 4-18
ASM2MEXB 4-19
ASM2MEXP 4-18
ASM2MNT 13-16
ASM2MNTA 13-12, 13-16
ASM2MNTB 13-12, 13-16
ASM2MRGB 4-71, 4-77, 13-26
ASM2MSYA 4-18
ASM2MSYB 4-18
ASM2PCUL 3-34
ASM2PDMR 11-2
ASM2PRUL 3-10, 3-35
ASM2PUUL 3-6, 3-32
ASM2RCVR 13-28
ASM2RETU 5-18
ASM2RGBA 4-71
ASM2RORG 13-39
ASM2SARD 15-5
ASM2SART 15-5
ASM2SMON 12-14
ASM2SREP 12-21
ASM2SRUL 3-38
ASM2SSEL 3-11, 3-36
ASM2SUUL 3-26, 3-37
ASM2SYSA 1-94, 4-53, 4-85
ASM2SYSB 1-94, 4-71
ASM2THRA 4-49
ASM2VOLB 6-17
ASM2VSCL 2-11
CA-ASM2 1-80, 1-85
IXRASUBS 7-5

Product changes 1-101
Program Properties Table

See PPT
Programs

comma
repeat symbol, use in 1-107

parentheses
syntax diagrams, use in 1-105

punctuation
syntax diagrams, use in 1-104

PROTDS keyword 3-15, 3-20
Protect data set

Copy Status Report 3-9
Copy utility ASM2PCUL 3-9, 3-34
copying 3-9
creating 3-6
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Protect data set (continued)
description 3-3, 3-5
keyword 3-15, 3-20
maintaining 3-6
Report utility 3-10
Report utility ASM2PRUL 3-35
Update Status report 3-8
Update utility ASM2PUUL 3-8, 3-32
use 3-6

PROTEXPDT keyword 3-15
Punctuation marks (syntax diagrams) 1-104
PURGE command

ARCPARMS statements 4-33, 4-93
description 4-20, 4-31
operands 4-17
parameters 4-22
use 4-20, 4-32

Q
QM command

syntax 4-120
QNAME(x)

"M2DSAMGR
subparameter" 4-27

Queue management command 1-60
Queue manager command

description 4-119
Queue manager facility 4-119
Queue Manager files

expanding 14-20
Queue Manager ISPF panel 1-61
Queue monitor facility 5-16

reloads 1-38
restores 1-18

Queued
ISPF support 5-16
reloads 1-38, 5-1, 5-16
restores 1-18
retrieval 5-1, 5-16

QUI option 7-20
Quiet mode 7-11

R
RACF

$DEFRAG 6-3
migration 8-3
security interface 1-77, 1-99

Realtime Space Monitor 1-49
$DASDMNT control statements 12-13

Realtime Space Monitor (continued)
activity log 12-26
as a started task 12-11
available space report 12-28
composition report 12-25
control report 12-24
control statements 12-15
data set 12-12
description 12-11
histogram 12-28
invoking 12-13
JCL 12-13
MONITOR control statement 12-16
operational considerations 12-11
purpose 12-11
report descriptions 12-24
snapshot report 12-27
space reporting 12-11
started task 12-12
threshold archiving 4-27, 4-32, 4-46, 4-89, 4-94,

4-116, 12-11
threshold monitoring 12-19

REBLOCK parameter 8-10
RECAT parameter 8-10
Recatalog

$RECATLG parameter 4-108
archived data sets 4-108
list recataloged data sets 4-108
migrated data sets 8-2

Reconstructing tapes 14-7
RECOVER keyword 13-30
Recovery

$RB command 5-9
CA-ASM2 15-1
description 5-1
disaster 5-28
facilities 1-15
from backup 5-1
incremental 1-17, 5-21
individual data set 5-1
IPC 15-2
IXR 1-20
online 5-2
RECOVER keyword 13-30
SMS 1-15
system malfunction 15-2
volume restore 1-16

Recycle processing 13-13
REINDEX parameter 6-26
Releasing space

CA-RSVP 12-32

X-30 System Reference Guide



Releasing space (continued)
control statements 12-31
Controlled Scratch 12-32
exits 12-32
methods 12-31
user commands 12-32

Reload
$PDMUR 11-2
$PDSUR utility 11-5
$RA command 5-3
batch 1-38
batch command 5-18
description 5-1
disk-to-disk

IXR 7-1
dynamic tape allocation 5-2
new qualifier for data set 5-6, 5-12
online 1-38, 5-2
processing 5-18
queue monitor facility 5-16
queued 1-38
UDATE operand 5-13
unload date 5-7, 5-13
unload time 5-7, 5-13
UTIME operand 5-13

Reload completion status 7-22
RENVTOCIX parameter 6-26
RENVVDS parameter 6-26
Reorganizing the IPC 13-39
Report Selection and Variable Processing

See RSVP
See RSVP and also $RSVP

Reporting
$SM command 12-5
$US command 2-10, 12-2
$VLIST 1-57
CA-RSVP 1-49, 2-9
data set usage 2-9, 2-10, 12-2
disk space usage 2-9
facilities 1-49
interactive commands 2-2
overview 2-1
Realtime Space Monitor 1-49
SMS 1-54
VSAM 1-56

$VLIST 1-92, 2-11
CA-RSVP 2-11

Reports
$CATMRG 13-27
$MAINT 13-23, 13-24, 13-25
Allocation Manager 10-7, 10-26

Reports (continued)
Allocation Manager Criteria Report 10-26
Allocation Manager Table Utility 10-26
Allocation Manager Table Utility Report 10-27
archive 4-55, 4-57, 4-58
Archive Selection Report 4-51
Available Space Snapshot 12-27
Available Space Summary 12-28
Backup and Recovery utility 13-36
CAAM-R501 10-26
CAAM-R502 10-26
CAAM-R510 10-7
CAAM-R511 10-7
CAAM-R512 10-7
Catalog Maintenance Utility 13-23, 13-24, 13-25
Controlled Scratch Exception 3-31
Controlled Scratch Status 3-30
Disk Staging Area Summary Statistics 4-68
explicit backup 4-79, 4-80, 4-81
Group Name to Unit Cross Reference 10-7
Histogram 12-28
IPC backup/recovery 13-36
IPC Update Summary Control Log 4-61, 4-84
M2PCBRU 13-36
number of days displayed 4-2
Protect data set Copy Status Report 3-9
Protect data set Update Status report 3-8
Protected data set Report 3-10
Realtime Space Monitor 12-24
Scratch Processing Control 3-31
Scratch Selection data set Update Status Report 3-27
Scratch Selection report 3-25
Space Monitor Activity Log 12-26
Space Monitor Control Report For Data

Analysis 12-27
Space Monitor Control Report For Data

Collection 12-24
Space Monitor Group Composition 12-25
Tape Utilization Report 13-24
Unit to Group Name Cross Reference 10-7
Volumes Selected for Groups Report 4-56

Request processing priorities 7-3
RESERVE 6-3
Resource accounting 1-51
Restart capabilities 1-21
Restore

$RB command 5-9
batch 1-18
explicit 1-17
online 1-18
queued 1-18
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Restore (continued)
target volume 5-6, 5-12
volume 6-1, 6-22

Retention 1-47
establishing 14-3
GDG utility 9-9
tape for backup run 4-72

Retention period
DSA 4-19, 4-20

Retention periods
DSA 4-12

Retrieval
batch 5-15
considerations 5-3
data 5-1
explicit 1-37
facilities 1-37
from archive 5-1, 5-2, 5-3
individual data set 5-1, 5-2, 5-3
online 5-2
queued 5-16
SMS enhanced reload 5-3

Return codes
$COPYTP 14-18
commands 1-83
Forward Merge 14-25

ROLLIN parameter 8-10
RSVP

See CA-RSVP
RTSM

See Realtime Space Monitor
RUNID keyword 1-94, 1-95

S
S99 intercept 7-17
SAR

building 15-5
console commands 15-7
console support 15-7
description 15-5
generating 15-5
messages and commands 15-6
operational steps 15-8
operator replies 15-6
requests 15-6
requests and operator replies 15-6
requirements 15-7
set up steps 15-8
setup 15-7

SAR (Stand-Alone Restore)
description 1-15
disaster recovery 1-22

SAS
$NOSAS parameter 4-4

description 4-105
example 4-105

BDAM unloads 4-4
data set characteristics 4-105
identifying 4-4
logical data mover support 4-4
PROC COPY 4-4, 4-105
program 4-4
unload and reload 4-4
utility 4-59, 4-81

SCLM data sets 4-54
Scratch

Data Set Report Utility 3-38
Data Set Update Utility 3-37
data sets

CA-RSVP 12-32
control statements 12-31
Controlled Scratch 12-32
exits 12-32
user commands 12-32

execution reports 3-30
Selection data set Update Status Report 3-27
Selection Report 3-25
verification user exit 3-29

SCRATCH parameter 8-10
SEC option 7-22
Security

$DEFRAG 6-3
$MIGRATE 8-3
dump volume 6-3
interfaces 1-77, 1-99, 4-50
management 1-7
threshold archival 4-50

See M2DSAMGR
See DSA Manager

Seek activity 6-41
Selective restore

*EXCLUDE 6-30
*SELECT 6-16
description 6-28
ICF VSAM 6-32
SMS 6-4
SMS volume processing 6-30
volume 6-1

SEQRLSE parameter 8-10
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Sequential data sets 1-96
Shared DASD

$DEFRAG 6-3
environment 1-94
VARY command 6-3

SIMULATE parameter 8-10
Simulation

DSA 4-33, 4-109
SL processing 14-9
SMS

$CNVRTOK parameter 4-97
$DEFRAG 1-10, 6-3
$MIGRATE 8-4
archive/backup controls 4-114
archiving 1-33
AUTO BACK control 4-110
AUTO MIGR control 4-110
CA-RSVP 1-50
controls 4-115
data set level controls 4-117
incremental backup 1-12
IXR 1-40, 7-1
migration 1-44, 8-1, 8-4
reporting 1-54
restore 1-18
retention period 4-109
retrieval 1-15, 1-37
selective restore 6-4, 6-28, 6-30
threshold archive 4-49
threshold archive control 4-115
VARY command 6-3, 6-25
volume level controls 4-116
volume pooling 1-62
volume record data fields 4-116
volume support 6-3

SMS control
DSA 4-12

SMS enhanced reload
retrieval 5-3

SORT keyword 3-22
SORT parameter 6-15
SORT(x)

"M2DSAMGR
subparameter" 4-27

SORTSIZE(x)
"M2DSAMGR

subparameter" 4-28
Space

$SM command 2-9, 12-5
$US command 2-10
freeing 12-31

Space (continued)
manager command $SM 2-9, 12-5
Monitor Control Report 12-24
Realtime Space Monitor 12-11
releasing 12-5, 12-31
usage command $US 2-10
usage information 12-5, 12-11

Space management
$SM command 12-5
actions 1-26
commands 1-25
inquiries 1-25
objectives 1-24
reporting 12-5, 12-11
usage information 1-25

Space Monitor Activity log 12-26
Space Monitor Control Report 12-24

analysis 12-27
 data collection 12-24

Space Monitor Group Composition report 12-25
Speed

access X-2
Speed access 1-11, 1-30
Staging area

See Disk Staging Area
Stand-Alone Restore

See SAR
Standard Label processing

See SL processing
Standards enforcement 1-6
START IXR command 7-27
StarTCC, through CA-TCC (CA-Total Client Care) 16-5
Started tasks 7-27
STOP$IXR command 7-28
STOPX37 multivolume assist 7-24
STOPX37 parameter 7-24
Storage

maintenance 12-31
requirements for CA-ASM2 1-2
status 1-48

SU60
$BKUPCHK 4-96
archival 4-53
change

bit 1-12, 4-71
flag 12-2

incremental backup 1-12, 4-71
operating system modifications 4-71
VSAM 4-71

SU60DISK parameter 6-15
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SU60DUMP parameter 6-15
SUBTOTALS keyword 3-22
Support Phone Services Directory 16-7
Syntax 1-87
Syntax diagrams

reading (how to) 1-104—1-109
SYSCTLG data set 6-14
SYSID 7-3
System

ID 4-96, 7-3, 13-26
malfunction 15-2
performance 6-41

System 522 abends 7-20
System Managed Storage

See SMS
System-initiated

archival 4-2, 4-52
backup 4-2

System-initiated archival 1-34
SYSUNMOV DD statement 6-44

T
Tape

$COPYTP 14-9
bad master 15-3
BLP processing 14-9
consolidation 14-18, 14-21
converting duplicate tapes to masters 15-3
destroyed 14-7
duplexing 1-33, 1-76, 4-10
duplexing in ASM2 mode 14-11
duplexing utility 14-9
format 1-76
Forward Merge 14-21
management 1-74

$COPYTP 14-9, 14-17
considerations 14-2
data sets per tape 4-103
description 14-1
duplexing utility 14-9
IDRC support 14-10
recycling 14-1
retention periods 14-3
tape pool 14-5
tape pool updating 14-7

master 15-3
nonpermanent 14-4
permanent 14-4
pool 1-75, 14-5
processing 1-75

Tape (continued)
reconstruction 14-7
reporting program $MAINT 13-15
retention 1-33, 4-72, 14-3
SL processing 14-9
system interfaces 1-74
utilization 1-76
Utilization Report 13-15, 13-24

Tape contents
listing 14-17

Tape dump
$DISKPRT 11-17
$TAPEDP 11-16

Technical Support Phone Services Directory 16-7
TEST parameter 6-16, 6-26
Threshold archival 1-36

$DASDMNT 4-89, 4-115
$TA command

See $TA
batch 4-49
data sets 4-27
description 4-2, 4-45
disk-to-disk 1-34, 4-11
DSA use 4-20, 4-28
executing as command 4-49
execution 4-49
JCL 4-47
M2THRARC program 4-13, 4-46, 4-51, 4-92, 4-108,

4-111
mode 4-89
on-demand 4-47
ORIGIN codes 4-26
Realtime Space Monitor 4-27, 4-46, 4-94, 12-11
security 4-50
selection report 4-52
SMS control 4-115
SMS storage groups 4-46
threshold values 1-34, 4-11

TLMS Volume Master File 13-17
Top Secret

See CA-Top Secret
TOTALS keyword 3-22
TPBKUP70 step

$COPYTP 14-9
$DEFRAG 6-17
unload processing 4-5

TRACK parameter 8-10
Transparent

access 5-20, 8-2
restore 5-20

X-34 System Reference Guide



TRKOVFL parameter 8-10
TRKS keyword 3-23
Troubleshooting 16-15

CA-ASM2 abends 16-3
CA-ASM2 catalog errors 16-3
collecting diagnostic data 16-3
installation with CA-ACTIVATOR 16-3
installation without CA-ACTIVATOR 16-3
operator functions 16-3
system functions 16-3
user-initiated functions 16-3

TSO
Allocation Manager 10-34
commands 1-82
ISPF editor 6-41, 6-42

TYPE keyword 2-4

U
UDATE operand 5-7, 5-13
UJI intercept 7-16
UNCAT parameter 8-10
UNCOPIED

"M2DSAMGR
subparameter" 4-29

Unindexed VTOC 6-5, 6-26
Unit to Group Name Cross-Reference Report 10-7, 10-9
Unload

$MAINT 4-3
$PDSUR utility 11-5
DSA 4-18
IPC backup copies 4-3
processing 4-12
processing steps 4-5

Unload performance 4-16
UNLOAD30 step 4-5
Update

$UA command 13-7
$UB command 13-7
IPC

for archive 13-7
for backup 13-7

USE keyword 3-16
User-initiated

archive 4-61
backup 4-74

USI intercept 7-17
Utilities

$COPY 11-9
$DFGMAPV 11-17
$DISKPRT 11-17

Utilities (continued)
$PDMUR 11-2
$PDSUR 11-5
$TAPEDP 11-16
Library Compare 11-12

UTIME operand 5-7, 5-13

V
Validation management 1-79
Variables (syntax diagrams) 1-104
VARY command 6-25
VCLCNTLDD statement 2-12
VER option 7-23
VERBOSE parameter 8-11
VOLFILL parameter 8-11
Volume

compression 1-30, 6-1
defragmentation 6-2
dump 6-1, 6-7
dump-restore examples 6-48
password-protect 6-3
pooling 1-62
reconfiguration 8-3
restore 1-16, 6-1, 6-22
selective restore 6-1, 6-28
tuning 1-11, 1-31

VOLUME keyword 3-16, 3-20
volume level controls 4-116
VSAM

$AR requests 4-62
$BK requests 4-75
aging 4-72
alternate index 1-92
archive requests 4-62
archive restrictions 4-69
backup and restore 6-15
backup requests 4-75
backup restrictions 4-70
batch reporting 2-11
cluster 1-92, 4-10
cluster name support 6-32
data sets 1-96
incremental backup 4-71
IXR 7-1
list utility 2-11
multivolume data set support 1-93
reload 1-91, 5-2
renaming spheres 5-12
reporting 1-92, 2-11, 9-2
selective restore of clusters 6-32
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VSAM (continued)
sphere processing 1-92
SU60 support 4-71
user catalog 1-95
Volume Data Set (VVDS) 6-26

VSAM OPEN intercept 7-18
VSAM reporting 1-56
VTOC index 6-5, 6-26
VTOCIX 6-5, 6-26
VTOCX parameter 6-16
VVDS/catalog processing 6-26

X
X37 option 7-24

Y
Y2K control statement

incremental recovery 5-26
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